


Preface

The 13th International Multimedia Modeling Conference (MMM) was held in
Singapore on January 9–12, 2007, organized by the School of Computer Engi-
neering, Nanyang Technological University (NTU). The conference venue was the
Nanyang Executive Centre, located within NTU’s 200 hectare Jurong campus in
the west of Singapore, and it also served as the main conference accommodation.

The main technical sessions were held on January 10–12, 2007, comprising 2
keynote talks, 18 oral presentation sessions in 2 parallel tracks, and 2 poster ses-
sions. A wide range of topics was covered in the conference, including multimedia
content analysis (retrieval, annotation, learning semantic concepts), computer
vision/graphics (tracking, registration, shape modeling), multimedia network-
ing (coding, peer-to-peer systems, adaptation), multimedia access (databases,
security) and human–computer interaction (user interfaces, augmented reality).

This year a bumper crop of 392 paper submissions were received for publi-
cation in the main conference. In order to achieve our goal of instantiating a
high–quality review process for the conference, a large and motivated Techni-
cal Program Committee had to be formed. Thankfully, we were able to rely on
the help of many committed senior researchers and eventually a review struc-
ture was created comprising 18 Area Chairs, 152 Program Committee members
and 36 additional reviewers. The review process was rigorous and double blind,
with each paper assigned to three to four reviewers, and further managed by
an Area Chair who provided additional input and recommendations to the Pro-
gram Chairs. In addition, there was collaboration with other conferences with
overlapping review periods to avoid accepting papers which were submitted si-
multaneously to different conferences. Through the conscientious efforts of the
reviewers, all submissions received at least two reviews, while over 97% of sub-
missions received at least three to four reviews. Subsequently, all papers were
considered carefully, with significant deliberation over borderline papers. Even-
tually, only 72 papers were accepted for oral presentation and 51 papers accepted
for poster presentation, resulting in a competitive acceptance rate of 31.4%. The
only distinguishing difference between the oral and poster papers was the mode
of presentation – all accepted papers were considered full papers and allocated
the same number of pages. Additionally, there were two paper awards given out
at this conference: the Best Paper Award, and the Best Student Paper Award.

Outside of the main technical sessions, there were also four special sessions on
Networked Graphics Applications (NGA), Services and the Assurance in Mul-
timedia Mobile Information Systems (SAMM), Networked Multimedia Systems
and Applications Focusing on Reliable and Flexible Delivery for Integrated Mul-
timedia (NMS) and Ubiquitous Multimedia Service (UMS). The paper review
for these special sessions was handled separately by different organizers and
Program Committees, and accepted papers were presented on January 9, 2007.
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There was also a conference banquet on January 11, 2007, which featured a
dinner boat cruise along Singapore’s harbor front on the Imperial Cheng Ho.

We are heavily indebted to many individuals for their significant contribution.
In particular, Linda Ang was very helpful in maintaining the Web-based review
management system and solving technical crises almost instantly. Su-Ming Koh
was crucial in creating, maintaining and handling all registration-related matters
effectively and efficiently. Poo-Hua Chua promptly handled all matters related
to the main conference Web site. Hwee-May Oh consistently kept the Organizing
Committee in tow by checking and monitoring the action plans before and af-
ter every meeting. We thank the MMM Steering Committee for their invaluable
input and guidance in crucial decisions. We would like to express our deep-
est gratitude to the rest of the Organizing Committee: Industrial Track Chair
Chang-Sheng Xu, Local Arrangements Chairs Wooi Boon Goh and Kin-Choong
Yow, Publicity and Sponsorship Chairs Sabu Emmanuel and Kap-Luk Chan,
and Workshop Chairs Chiew Tong Lau and Fang Li. We are also most sincerely
appreciative of the hard work put in by the Area Chairs and members of the
Technical Program Committee, whose detailed reviews under time pressure were
instrumental in making this a high-quality conference.

We would like to thank the Lee Foundation and PREMIA for their generous
sponsorship, as well as help from the School of Computing, National University
of Singapore, ACM SIGMM, and the Singapore Tourism Board. Finally, this
conference would not have been possible without strong and unwavering support
from NTU’s Centre for Multimedia & Network Technology (CeMNet).

January 2007 Tat-Jen Cham
Jianfei Cai

Chitra Dorai
Deepu Rajan

Tat-Seng Chua
Liang-Tien Chia
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Keynote Speakers

Keynote Speaker I

Multimedia and Web 2.0: Challenge and Synergy

Professor Edward Chang received his MS in Computer Science and PhD in
Electrical Engineering at Stanford University in 1994 and 1999, respectively. He
joined the department of Electrical and Computer Engineering at University of
California, Santa Barbara, in September 1999. He received his tenure in March
2003, and was promoted to full professor of Electrical Engineering in 2006. His
recent research activities are in the areas of machine learning, data mining,
high-dimensional data indexing, and their applications to image databases, video
surveillance, and Web mining. Recent research contributions of his group include
methods for learning image/video query concepts via active learning with kernel
methods, formulating distance functions via dynamic associations and kernel
alignment, managing and fusing distributed video-sensor data, categorizing and
indexing high-dimensional image/video information, and speeding up support
vector machines via parallel matrix factorization and indexing. Professor Chang
has served on several ACM, IEEE, and SIAM conference program committees.
He co-founded the annual ACM Video Sensor Network Workshop and has co-
chaired it since 2003. In 2006, he co-chaired three international conferences:
Multimedia Modeling (Beijing), SPIE/IS&T Multimedia Information Retrieval
(San Jose), and ACM Multimedia (Santa Barbara). He serves as an Associate
Editor for IEEE Transactions on Knowledge and Data Engineering and ACM
Multimedia Systems Journal. Professor Chang is a recipient of the IBM Faculty
Partnership Award and the NSF Career Award. He is currently on leave from
UC, heading R&D effort at Google/China.

Keynote Speaker II

Dr. Dick Bulterman is a senior researcher at CWI in Amsterdam, where he
heads Distributed Multimedia Languages and Interfaces since 2004. From 1988
to 1994 (and briefly in 2002), he led CWI’s Department of Computer Systems
and Telematics and from 1994 to 1998, he was head of Multimedia and Human
Computer. In 1999, he and two other brave souls started Oratrix Development
BV, a CWI spin-off company that transfered the group’s SMIL-based GRiNS
software to many parts of the developed world. In 2002, after handing the re-
sponsibilities of CEO over to Mario Wildvanck, he returned to CWI and started
up a new research activity at CWI on distributed multimedia systems. Prior to
joining CWI in 1988, he was on the faculty of the Division of Engineering at
Brown, where he was part of the Laboratory for Engineering Man/Machine Sys-
tems. Other academic appointments include visiting professorships in computer
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science at Brown (1993-94) and in the information theory group at TU Delft
(1985) and a part-time appointment in computer science at the Univeristy of
Utrecht (1989-1991). Dr. Bulterman received a PhD in Computer Science from
Brown University (USA) in 1982. He also holds an M.Sc. in Computer Science
from Brown (1977) and a BA in Economics from Hope College (1973). He started
his academic journey at Tottenville High School on Staten Island, NY, where he
learned (among other things) to play trombone and string bass. He was born in
Amstelveen (The Netherlands) in 1951; after 35 years in the USA, he now resides
with his family in Amsterdam. His hobbies (in as much as one can speak of hob-
bies with two children under the age of 12 ...) include flying airplanes (he holds
an FAA private ASEL license with instrument rating and a Dutch commercial
pilot’s license with IR), singing in the Cantorij of the Oude Kerk in Amster-
dam and trying to learn piano and cello (which is a much lighter instrument
than a string bass). He is on the editorial board of ACM Trans. on Multimedia
Communications, Computing and Applications (TOMCCAP), ACM/Springer
Multimedia Systems Journal and Multimedia Tools and Applications. He is a
member of Sigma Xi, the ACM and the IEEE.
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Abstract. In this paper, a novel method for temporal video segmen-
tation on H.264/AVC-compliant video bitstreams is presented. As the
H.264/AVC standard contains several new and extended features, the
characteristics of the coded frames are different from former video spec-
ifications. Therefore, previous shot detection algorithms are not directly
applicable to H.264/AVC compressed video bitstreams. We present a new
concept, in particular, ‘Temporal Prediction Types’, by combining two
features: the different macroblock types and the corresponding display
numbers of the reference frames. Based on this concept and the amount
of intra-coded macroblocks, our novel shot boundary detection algorithm
is proposed. Experimental results show that this method achieves high
performance for cuts as well as for gradual changes.

1 Introduction

Recent advances in multimedia coding technology, combined with the growth
of the internet, as well as the advent of digital television, have resulted in the
widespread use and availability of digital video. As a consequence, many tera-
bytes of multimedia data are stored in databases, often insufficiently cataloged
and only accessible by sequential scanning. This has led to an increasing demand
for fast access to relevant data, making technologies and tools for the efficient
browsing and retrieval of digital video of paramount importance. The prerequi-
site step to achieve video content analysis is the automatic parsing of the content
into visually-coherent segments, called shots, separated by shot boundaries [1].

The definition of a shot change is important to stress, since the object or
camera motions may drastically change the content of a video sequence. A shot
is defined as “a sequence of frames continuously captured from the same camera”
[2]. According to whether the transition between consecutive shots is abrupt or
not, boundaries are classified as cuts or gradual transitions, respectively.

Algorithms for shot boundary detection can be roughly classified in two major
groups, depending on whether the operations are done on uncompressed data
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or whether they work directly with compressed domain features. The two major
video segmentation approaches operating in the uncompressed domain are based
on color histogram differences [3] and changes in edge characteristics [4]. On the
other hand, full decompression of the encoded video and the computational
overhead can be avoided by using compressed domain features only. Since most
video data are compressed to preserve storage space and reduce band width,
we focus on methods operating in the compressed domain. Existing techniques
in this domain mostly concentrate on the MPEG-1 Video, MPEG-2 Video, and
MPEG-4 Visual standards. These algorithms are for the most part based on the
correlation of DC coefficients [5], macroblock prediction type information [6,7],
or the bit consumption (or bit rate) of a frame [8].

Due to the compression performance of the newest video compression standard
H.264/AVC [9], more video content will probably be encoded in this format. This
video specification possesses features like intra prediction in the spatial domain
and multiple reference frames, which were not included in previous standards.
In this paper, we investigate whether the earlier mentioned compressed domain
methods are still applicable for H.264/AVC compressed data. Since these meth-
ods turn out to be inadequate, we propose a new shot detection algorithm for
H.264/AVC compressed video.

The outline of this paper is as follows. In Sect. 2, the main characteristics of
H.264/AVC are elaborated from a high-level point of view. Section 3 discusses
the influences of these characteristics on existing compressed domain algorithms.
A new shot boundary detection algorithm based on temporal prediction types is
proposed in Sect. 4. Section 5 discusses a number of performance results obtained
by our method. Finally, Sect. 6 concludes this paper.

2 Design Aspects of H.264/AVC

The H.264/AVC specification contains a lot of new technical features compared
with prior standards for digital video coding [9]. With respect to shot boundary
detection, H.264/AVC has three important design aspects, which are either new
or extended compared to previous standards: intra prediction, slice types, and
multi-picture motion-compensated prediction.

In contrast to prior video coding standards, intra prediction in H.264/AVC
is conducted in the spatial domain, by referring to neighboring samples of pre-
viously-decoded blocks [9]. Two primary types of intra coding are supported:
Intra 4×4 and Intra 16×16 prediction. In Intra 4×4 mode, each 4×4 luma block
is predicted separately. This mode is well suited for coding parts of a picture with
significant detail. The Intra 16×16 mode uses a 16×16 luma block and is more
suited for coding very smooth areas of a picture. Another intra coding mode,
I PCM, enables the transmission of the values of the encoded samples without
prediction or transformation. Furthermore, in the H.264/AVC Fidelity Range
Extensions (FRExt) amendment, Intra 8×8 is introduced. The latter two types
are hardly used and are therefore not supported in the following algorithms, but
these algorithms can easily be extended to cope with this prediction type too.



Temporal Video Segmentation on H.264/AVC Compressed Bitstreams 3

In addition, each picture is partitioned into MBs, which are organized in slices
[9]. H.264/AVC supports five different slice types. In I slices, all MBs are coded
using intra prediction. Prior-coded images can be used as a prediction signal for
MBs of the predictive-coded P and B slices. Whereas P MB partitions can utilize
only one frame to refer to, B MB partitions can use two reference frames. The
remaining two slice types, SP and SI, which are specified for efficient switching
between bitstreams coded at various bit rates, are rarely used.

The third design aspect, multi-picture motion-compensated prediction [9],
enables efficient coding by allowing an encoder to select the best reference pic-
ture(s) among a larger number of pictures that have been decoded and stored
in a buffer. Figure 1 illustrates this concept. A multi-picture buffer can contain
both short term and long term reference pictures and allows reference pictures
containing B slices. When using inter prediction for a MB in a P (or B) slice,
the reference index (or indices) are transmitted for every motion-compensated
16×16, 16×8, 8×16, or 8×8 luma block.

Fig. 1. Multi-picture motion-compensated prediction. In addition to the motion vector,
picture reference parameters (Δ) are transmitted [9].

3 Temporal Segmentation Algorithms for H.264/AVC

In this section, we verify whether the existing compressed domain algorithms
are still applicable to H.264/AVC compressed video bitstreams, keeping the new
and improved characteristics of this specification in mind.

3.1 DC Coefficients

Shot boundary detection methods in compressed domain often use DC coeffi-
cients to generate DC images [5]. For intra-coded MBs, these DC coefficients
represent the average energy of a block (i.e., 8×8 pixels), that can be extracted
directly from the MPEG compressed data. For P and B frames, the DC co-
efficients of the referred regions in the reference frame are used to obtain the
corresponding DC image. Based on these DC images, shot detection algorithms,
such as color histograms, can be directly transformed to the compressed domain.

Unlike previous MPEG standards, DC coefficients of intra-coded MBs in
H.264/AVC only present an energy difference between the current block and
the adjacent pixels instead of the energy average. In case we want to apply the



4 S. De Bruyne et al.

proposed algorithm, we need to calculate the predicted energy from adjacent pix-
els to obtain the average energy. Therefore, almost full decoding is inevitable,
which diminishes the advantages of this compressed domain method.

3.2 Bit Rate

In previous coding standards, frames located at a shot boundary consist for
the greater part of intra coded MBs using prediction conducted in the transform
domain only. This leads to high peaks in the bit rate, which makes shot boundary
detection possible [8]. When looking at H.264/AVC-compliant bitstreams, frames
coincided with shot boundaries normally have much lower bit rates than those of
MPEG-2 Video for example, due to the intra prediction in the spatial domain.
The height of these peaks decreases, which makes is more difficult to make a
distinction between shot boundaries and movement. From these observations,
one can conclude that this algorithm is hard to apply to H.264/AVC.

3.3 Macroblock Prediction Type Information

The distribution of the different MB prediction types [6,7] was used to detect
shot boundaries in previous coding standards. This method exploits the decisions
made by the encoder in the motion estimation phase, which results in specific
characteristics of the MB type information whenever shot boundaries occur. As
shown in Fig. 2, when a B frame does not belong to the same shot as one of its
reference frames, the B frame will hardly refer to this reference frame. It is clear
that the “amount” of the different prediction types of the MBs in a B frame can
be applied to define a metric for locating possible shot boundaries.

I,P    B B I,P I,P B B I,PI,P B B I,P

Fig. 2. Possible positions of a shot boundary

Due to the multi-picture motion-compensated prediction and the possibility
of B frames to be used as reference pictures, the existing methods based on
macroblock prediction types cannot directly be applied to H.264/AVC. However,
features such as MB types, MB partitions, and the display numbers of reference
pictures contain important information regarding the semantic structure of a
video sequence. Moreover, these features can be extracted directly from the
compressed data. In Sect. 4, a shot boundary detection algorithm is presented
based on the above mentioned features.

4 Shot Boundary Detection in H.264/AVC

Within a video sequence, a continuous strong inter-frame correlation is present,
as long as no significant changes occur. As a consequence, the different prediction
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types and the direction of the reference frames in a frame can be applied to define
a metric for locating possible shot boundaries.

To determine the direction of the reference frames, the ‘display number’
of the frames needs to be checked. This number represents the location of a
frame in the decoded bitstream and can be derived from the Picture Order
Count (POC) of the frame and the display number of the last frame prior to
the previous Instantaneous Decoding Refresh (IDR) picture [9]. By compar-
ing the display number of the current frame and the reference frames, we can
derive whether the reference frames are displayed before or after the current
frame.

In the context of shot boundary detection, we present the concept ‘Temporal
Prediction Types’ combining the different macroblock types and the direction of
the reference frames. Each MB type in a P or B slice corresponds to a specific
partitioning of the MB in fixed-size blocks. For each macroblock partition, the
prediction mode and the reference index or indices can be chosen separately. As
each MB partition corresponds to exactly one prediction mode and the small-
est partition size is 8×8 pixels, the following discussion is based on this 8×8
blocks.

Depending on the prediction mode of a MB partition, this partition consists
of zero to two reference indices. In case no reference pictures are used, we speak
of intra temporal prediction. Partitions that only use one reference picture
to refer to, belong to one of these two temporal prediction types:

Forward temporal prediction in case the display number of the referred
frame precedes the display number of the current frame.

Backward temporal prediction in case the current frame is prior to the re-
ferred frame.

This subdivision is used for MB partitions in a P slice or for partitions in a B
slice that only use one reference frame. In case a MB partition in a B slice refers
to two frames, the following classification is applied:

Forward temporal prediction in case the display numbers of both referred
frames are prior to the current frame.

Backward temporal prediction in case the current frame is displayed earlier
than both the referred frames.

Bi-directional temporal prediction in case the current frame is located in
between the reference frames (which is very similar to the well-know concept
used for B frames in MPEG-2 Video).

Summarized, we have four possible temporal prediction types, i.e. intra, forward,
backward, and bi-directional temporal prediction.

According to the specification, it is allowed to construct coded pictures that
consist of a mixture of different types of slices. However, in current applications
where shot boundary detection is applicable, frames will normally be composed
of slices with similar slice types. Therefore, in the remainder of this paper, we
will refer to I, P, and B slice coded pictures as I, P, and B frames.
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As mentioned before, there are two major types of shot changes: abrupt and
gradual transitions. Since their characteristics are divergent, the detection of
these transitions needs to be separated.

4.1 Detection of Abrupt Changes

One could expect that abrupt changes always occur at I frames, but it should
be mentioned that this notion is not enough to detect shot boundaries. This is
due to the fact that a certain type of I frames, in particular IDR pictures, are
often used as random access points in a video. Therefore, I frames do not always
correspond to shot boundaries. Further, depending on the encoder characteristics
or the application area, the GOP structure of the video can either be fixed or
adapted to the content, which can result in shot boundaries occurring at P or B
frames. Considering this observation, a distinction is drawn between I, P, and B
frames in order to detect the transitions.

Shot Boundaries Located at an I Frame. All MBs in an I frame are coded
without referring to other pictures within the video sequence. As a consequence,
they do not represent the temporal correlation between the current frame (Fi)
and the previous depicted frame (Fi−1). However, in case this previous frame
is a P or B frame, it contains interesting information, such as the temporal
prediction types of the blocks. When the percentage of blocks with backward
and bi-directional temporal prediction in Fi−1 is large, there is a high correlation
between Fi−1 and Fi. As a consequence, the amount of blocks with intra and
forward temporal prediction is low and the chance that a shot boundary is
located between these two frames is very small. On the other hand, when the
previous frame does not refer to the current frame, which results in a high
percentage of intra and forward temporal predicted blocks, we cannot conclude
that these two frames belong to different shots. During the encoding of the
previous frame, for example, the current and following frames are not always
at hand in the multi-picture buffer. In this case, backward and bi-directional
temporal prediction in the previous frame are impossible.

To solve this problem, a second condition, based on the distribution of the
intra prediction modes within two successive I frames, is added [10]. (These two
I frames do not need to be located next to each other, as there can also be P
and B frames in between them). Whereas MBs with 16×16 prediction modes
are more suited for coding very smooth areas of a picture, those with 4×4 pre-
diction are used for parts of a picture with significant detail, as can be seen in
Fig. 3.

When two successive I frames belong to different shots, the distribution of
the intra prediction modes of the two frames will highly differ. Consequently,
comparing the intra prediction modes between the consecutive I frames at cor-
responding positions will reflect the similarity of the frames. However, when
there are fast moving objects or camera motion, this approach would lead to
false alarms. Instead, the MBs are grouped in sets of 5×5 MBs, named sub-
blocks, which are then compared to each other. Now, let Sk be the set of MBs
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Sub-block Sk

Intra_4x4

Intra_16x16

Fig. 3. The distribution of intra prediction modes

included within the kth sub-block of an I frame and i the current and j the
previous I frame. The decision function between two consecutive I frames can
be defined as follows:

Ω(i) =
1

#MB

∑
∀k

∣∣∣∣∑
l∈Sk

Mode 4 × 4l
i −

∑
l∈Sk

Mode 4 × 4l
j

∣∣∣∣ (1)

If the percentage of blocks with intra and forward temporal prediction in
the previous frame is higher than a predefined threshold T1 and the dissimilarity
Ω(i) between the current frame and its preceding I frame is higher than a second
predefined threshold T2, we declare a shot boundary located, at the current I
frame. The values of both thresholds were selected in order to maximize the
performance of the algorithm and were set to 80% and 15% respectively.

Shot Boundaries Located at a P or B Frame. P and B frames, in contrast
to I frames, use temporal prediction to exploit the similarity between consecutive
frames in a shot. In case the current frame is the first frame of a new shot,
this frame will have hardly any resemblance to the previously depicted frames.
Therefore, the current frame will mainly contain blocks with intra and backward
temporal prediction. Blocks in the previous frame, on the other hand, will mostly
use intra and forward temporal prediction. Bi-directional temporal prediction
will hardly be present in this situation, since this type is only advantageous
when the content of the neighboring pictures is resemblant. If the percentage
of blocks with intra and forward temporal prediction in the previous frame and
the percentage of blocks with intra and backward temporal prediction in the
current frame are both higher than the predefined threshold T1, we declare a
shot boundary located at the current P or B frame. This threshold is the same
as for I frames as the principle behind the metric is similar.

It is insufficient to take only the percentage of intra coded blocks into account.
In case a future depicted frame is already coded and stored in the buffer at the
moment the current frame is coded, this future frame can be used as a reference.
This reference picture will represent the content of the new shot, which makes
the use of backward temporal predicted blocks in the current frame preferable
to intra coded MBs.
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Generally speaking, the intra mode is only used to code a MB when motion
estimation gives no satisfactory results. In H.264/AVC, even if a block can be
predicted well, the encoder might prefer intra coding when the block can be
better predicted by adjacent pixels instead of temporal prediction. As a result,
statistical information for shot boundary detection, based on the percentage of
intra coded MBs only, is insufficient to draw a conclusion. By making use of the
distribution of the different temporal prediction types, a more accurate detection
of shot boundaries can be accomplished.

Summary. Let ι(i), ϕ(i), β(i), and δ(i) be the number of blocks with intra,
forward, backward, and bi-directional temporal prediction, respectively, i and
i − 1 the current and previous frame, and #B the number of blocks in a frame.
Using (1), the detection of abrupt transitions can be summarized as follows:

i f (fi i s an I frame )
i f ( 1

#B (ι(i − 1) + ϕ(i − 1)) > T1 and Ω(i) > T2 )
{ de c la r e a shot boundary}

i f (fi i s a P or B frame )
i f ( 1

#B (ι(i − 1) + ϕ(i − 1)) > T1 and 1
#B (ι(i) + β(i)) > T1 )

{ de c la r e a shot boundary}

4.2 Detection of Gradual Changes

Another challenge is the detection of gradual changes as they take place over
a variable number of frames and consist of a great variety of special effects. A
characteristic, present during most gradual changes, is the increasing amount of
intra-coded MBs. The distribution of the percentage of intra-coded MBs in a
frame is connected with the duration of the transition. If the transition consists
of a few frames, the mutual frame difference is relatively big and most frames
will consist of intra-coded MBs. In case the transition is spread out over a longer
interval, the resemblance is higher and therefore, a lot of B frames may use
bi-directional temporal prediction as well.

To smooth the metric Δ(i) defined by the percentage of the intra-coded MBs
and to diminish the peaks, a filter with Gaussian impulse response is applied.
The result can be seen in Fig. 4(a).

In contrast to the detection of abrupt changes, a fixed threshold cannot be ap-
plied in the context of gradual changes, since the height of the peaks in this metric
is linked to the duration of the transition. Instead, we make use of two variable
thresholds Ta and Tb based on characteristics of preceding frames. Within a
shot, the frame-to-frame differences are normally lower than during a gradual
change. Therefore, the mean and variation of the metric for a number of preced-
ing frames is taken into account to determine the adaptive threshold Ta. Once a
frame is found which exceeds this threshold Ta (Fig. 4(b)), the following frames
are examined to determine whether or not they also belong to the transition.
This is done by comparing each frame to a threshold Tb based on the mean and
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Fig. 4. Gradual changes. (a) Smoothening of the gradual metric, (b) detection of the
beginning of a gradual change, (c) detection of the end of a gradual change.

variation of the previous frames belonging to the gradual change (Fig. 4(c)).
When the value Δ(i) for this frame is below the threshold Tb, the end of the
gradual change is found. For both thresholds, a lower boundary and a minimal
variation are taken into account to avoid small elevations in a smooth area be-
ing wrongly considered as a shot boundary. Without this adjustment, a gradual
transition would be falsely detected around frame 86. Furthermore, the angles
of inclination corresponding to the flanks of the gradual changes are taking into
consideration to determine the actual length of the transition. Afterwards, the
duration of the obtained transition is examined to remove false alarms, such
as abrupt transitions or fixed I frames. The detection of gradual transitions is
executed before the detection of abrupt changes to avoid that gradual changes
would be falsely considered to be multiple abrupt changes. In Fig. 4, for example,
the narrow peaks at frames 63 and 142 correspond to abrupt changes, while the
wide peaks around frames 45 and 122 represent gradual changes.

For video sequences coded with former MPEG standards, shot detection al-
gorithms in the compressed domain were not able to distinguish the differ-
ent types of gradual changes. Since H.264/AVC supports several intra coding
types, a difference can be made. In smooth frames, most of the time, MBs using
Intra 16×16 or Skipped mode are utilized. By examining the distribution of the
MB coding types, a distinction is made between fade ins, fade outs, and other
gradual changes.

Nowadays, long term reference pictures belonging to previous shots are seldom
used. As the computational power increases tremendously and more intelligent
encoding algorithms are developed, these long term reference pictures could be
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used in the future to store the backgrounds of recurring scenes. As a result, our
algorithm needs to be extended since forward temporal prediction to this long
term reference frame can then be used in the first coded frame belonging to a
new shot. The display numbers therefore need to be compared to the previous
detected shot boundary.

5 Experiments

To evaluate the performance of the proposed algorithm, experiments have been
carried out on several kinds of video sequences. Five trailers with a resolution
around 848×448 pixels were selected as they are brimming of abrupt and grad-
ual transitions and contain a lot of special effects. “Friends with money” mainly
contains shots with lots of moving objects and camera motions alternated with
dialogs. “She’s the man”, “Little miss sunshine”, and “Accepted” are all trailers
brimming with all kinds of shot changes, variations in light intensity, and mo-
tion. Especially “Basic instinct 2” is a challenge, as it is full of motion, gradual
changes, et cetera. These sequences were coded with variable as well as with
fixed GOP structures in order to evaluate the influence hereof on the algorithm.

5.1 Performance

The evaluation of the proposed algorithm is performed by comparing the results
with the ground truth. For this purpose, the “recall” and “precision” ratios based
on the number of correct detections (Detects), missed detections (MDs), and
false alarms (FAs) are applied:

Recall =
Detects

Detects + MDs
Precision =

Detects

Detects + FAs

In Table 1, the performance of the proposed algorithm is presented for the
above mentioned video sequences coded with a variable GOP structure based on
the content of the video. This table also depicts the performance for these video
sequences coded with a fixed GOP structure described by the regular expression
IB(PB)* and an intra period of 20 and 200 frames.

This table shows that the proposed algorithm performs well for video se-
quences coded with a variable as well as with a fixed GOP structure. The causes
of the missed detections and the false alarms are similar in both cases.

For these test results, the major part of the missed detections are caused by
long gradual changes, since there is almost no difference between two consecutive
frames. This is a problem which most of the shot boundary detection algorithms
have to cope with. Furthermore, brief shots containing quite a lot of motion
will sometimes be considered as a gradual changes between the previous and
the following shot as their characteristics bear resemblance to gradual changes.
Consequently, this shot will not be detected.

The false alarms have various reasons. Sudden changes in light intensity, such
as lightning, explosions, or camera flashlights often lead to false alarms. This
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Table 1. Performance based on Recall (%) and Precision (%) of the algorithm on
sequences coded with a variable as well as a fixed GOP structure. A distinction is
made between the abrupt (CUT) and the gradual changes (GC).

Test sequences # original shots CUT GC
CUT GC Precision Recall Precision Recall

Variable GOP structure
Friends with money 48 1 96.00 100.00 50.00 100.00
She’s the man 120 41 95.83 95.83 89.13 100.00
Little miss sunshine 81 24 86.36 93.83 92.00 95.83
Accepted 117 6 94.12 95.73 38.46 83.33
Basic instinct 2 91 47 86.46 91.21 91.49 91.49

Fixed GOP structure: Intra period 20
Friends with money 48 1 100.00 97.92 50.00 100.00
She’s the man 120 41 96.46 90.83 95.24 97.56
Little miss sunshine 81 24 100.00 97.53 81.48 91.67
Accepted 117 6 95.87 99.15 41.67 83.33
Basic instinct 2 91 47 95.18 86.81 97.06 70.21

Fixed GOP structure: Intra period 200
Friends with money 48 1 100.00 95.83 100.00 100.00
She’s the man 120 41 96.61 95.00 88.89 97.56
Little miss sunshine 81 24 95.12 96.30 91.30 87.50
Accepted 117 6 93.60 100.00 60.00 100.00
Basic instinct 2 91 47 92.05 89.01 89.13 87.23

is due to the fact that the current image cannot be predicted from previous
reference frames since the luminance highly differs. Afterwards, future frames
could use reference frames located before the light intensity change for predic-
tion. However, nowadays, video sequences usually do not consist of a large buffer
and therefore do not contain these reference frames. When a shot contains lots of
movement, originating from objects or the camera, false alarms will sometimes
occur. Due to this motion, successive frames will have less similarity and it will
be more difficult for the encoder to find a good prediction. This leads to a lot
of intra-coded MBs, and therefore, the structure of the MB type information
in successive frames bears resemblance to gradual changes. Experiments have
shown that looking at the distribution of the motion vectors does not offer a so-
lution to this problem since the vectors do not always give a good representation
of real movement. Here, a trade-off must be made between recall and precision.

6 Conclusion

This paper introduces an algorithm for automatic shot boundary detection on
H.264/AVC-compliant video bitstreams. Therefore, a new concept ‘Temporal
Prediction Types’ was presented combining two features available in a com-
pressed bitstream, i.e., the different macroblock types and the corresponding
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display numbers of the reference frames. These features can easily be extracted
from compressed data, making the decompression of the bitstream unnecessary
and thereby avoiding computational overhead. Moreover, the experimental re-
sults show that the performance is promising for sequences coded with fixed as
well as with variable GOP structures.
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Abstract. Domain-specific knowledge of paintings defines a wide range of 
concepts for annotation and flexible retrieval of paintings. In this work, we 
employ the ontology of artistic concepts that includes visual (or atomic) 
concepts at the intermediate level and high-level concepts at the application 
level. Visual-level concepts include artistic color and brushwork concepts that 
serve as cues for annotating high-level concepts such as the art periods for 
paintings. To assign artistic color concepts, we utilize inductive inference 
method based on probabilistic SVM classification. For brushwork annotation, 
we employ previously developed transductive inference framework that utilizes 
multi-expert approach, where individual experts implement transductive 
inference by exploiting both labeled and unlabelled data. In this paper, we 
combine the color and brushwork concepts with low-level features and utilize a 
modification of the transductive inference framework to annotate art period 
concepts to the paintings collection. Our experiments on annotating art period 
concepts demonstrate that: a) the use of visual-level concepts significantly 
improves the accuracy as compared to using low-level features only; and b) the 
proposed framework out-performs the conventional baseline method. 

Keywords: Transductive inference, Multi-expert, Concepts Ontology, 
Paintings. 

1   Introduction 

Visual characteristics of paintings such as color, brushwork, and composition 
constitute a large body of artistic concepts that facilitate expert analysis in the 
paintings domain. They closely relate to high-level semantic information of painting 
such as the artist names, painting styles and art periods. These concepts have been 
used for painting analysis to support applications such as brush-stroke detection and 
image annotation [3, 6, 9, 12, 13]. Several studies [6, 9] performed automatic 
brushwork analysis for the annotation of paintings with artist names. These methods 
directly modeled the artist profile based on low-level features. Such approach yields 
limited accuracy because of two drawbacks. First, it does not incorporate domain-
specific knowledge for the disambiguation of results. Second, since visual-level 
concepts are not represented explicitly, the introduction of other high-level concepts 
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in arts domain will require additional training. To alleviate these problems, in our 
previous work [12], we proposed a framework for ontology-based annotation of 
paintings where meta-level artistic concepts such as the color and brushwork are 
introduced as the basis for annotating higher-level concepts such as the periods of art, 
artist names and painting styles. In this work, we adopt the proposed framework by 
utilizing the artistic color and brushwork concepts extracted to support annotation of 
paintings with the concepts of art periods.  

For this task, we first perform annotation of paintings with artistic color concepts 
based on our earlier proposed method [13] that utilizes color theory of Itten [7] 
similarly to other studies [3]. We next perform the annotation of brushwork concepts 
by employing the previously developed framework for brushwork annotation using 
serial combinations of multiple experts [14, 15]. The paper describes our approach on 
utilizing the color and brushwork concepts in our ontological and transductive 
inference framework for the annotation of the high-level concepts of art period.  

2   Ontology of Artistic Concepts 

In our study we employ the ontology of artistic concepts that includes visual, abstract 
and application concepts as shown in Figure 1. This ontology is based on external 
Getty’s AAT and ULAN ontologies [16]. It has several advantages. First, the explicit 
assignment of visual and abstract concepts offers more flexibility for paintings 
annotation and retrieval. Second, the use of domain-specific ontologies within the 
proposed framework facilitates concept disambiguation and propagation. Lastly, 
ontology includes retrieval concepts for both expert and novice user groups.  

 
 
 
 
 
 
 
 
 

Fig. 1. Three-level ontology of artistic concepts. Double-edged arrows between concepts 
denote that these concepts are inter-connected. 

Concepts of the visual level (atomic concepts) include color, brushwork and 
composition concepts. In our system, we utilize the visual-level concepts in two ways. 
First, they represent large vocabulary for retrieval of painting by the expert users. For 
example, such queries as paintings in warm colors, paintings with temperature 
contrast and impasto brushwork class are possible. Second, these concepts serve as 
cues for the annotation of higher-level concepts in abstract and application levels [1, 
7]. Abstract-level concepts include concepts defined by artistic theories for the art 
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experts. Application-level concepts denote the widely used concepts for retrieval by 
novice users in online galleries such as the artist names, painting styles and periods of 
art etc. 

In this paper, we focus on the annotation of paintings with the concepts of art 
period. Our collection includes paintings by various artists from Medieval and 
Modern periods of art. To perform the annotation, we exploit heuristics available in 
the domain knowledge. For example, paintings of Medieval period often exhibit 
primary palette of colors such as red, blue, light-dark color contrasts, mezzapasta, 
glazing and shading brushwork classes. Paintings of Modern art often exhibit 
complimentary colors, temperature contrasts and variety of brushwork classes such as 
scumbling, impasto, pointillism, divisionism and grattage [1]. To account for such 
heuristics, we utilize the visual-level concepts as mid-level features to assist in the 
annotation of paintings with high-level concepts. In this section, we also briefly 
discuss the visual-level concepts.  

2.1   Visual-Level Color Concepts 

Itten’s theory [7] proposes the mapping between colors and artistic color concepts, 
and is primarily used by artists. Itten defines twelve fundamental hues and arranges 
them in color circle. Fundamental hues vary through five levels of intensity and three 
levels of saturation, thus creating their respective subsets of colors. Fundamental 
colors are arranged along the equatorial circle of sphere, luminance varies along 
medians and saturation increases as the radius grows. Itten locates the shades of gray 
colors in the center of the sphere and white and black colors at the poles of the sphere.  

Based on the color sphere, Itten defined color temperatures concepts (warm, cold 
and neutral), color palette concepts (primary, complimentary and tertiary) and color 
contrasts (complimentary, light-dark and temperature). We discussed these concepts 
in detail in our previous work [13]. 

2.2   Visual-Level Brushwork Concepts 

In our study, we employ eight brushwork classes widely used in Medieval and 
Modern periods of art. Table 1 summarizes information of brushwork. It demonstrates 
that our brushwork collection includes mostly stochastic textures. They exhibit a 
variety of properties such as directionality, contrast, regularity etc. In terms of the 
spatial homogeneity, we can roughly group brushwork patterns as homogeneous 
(mezzapasta and pointillism), weakly homogeneous (divisionism) and inhomogeneous 
(scumbling, shading and glazing).  

3   Transductive Inference of Concepts Using Serial Multi-expert 
Approach 

To annotate paintings with artistic concepts, we employ previously developed 
transductive inference framework. We briefly discuss its major components in this 
section. 
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3.1   Serial Multi-expert Approach 

The decision process within the serial multi-expert framework starts with all classes 
and the original dataset including both labeled and unlabelled patterns. It 
progressively reduces the subset of candidate classes to which a pattern might belong 
to based on the manually pre-defined decision hierarchy, which guides the experts in 
splitting the input dataset into individual classes.  

We denote the subset of candidate classes as the target set. We formalize the 
reduction of the target size as follows. The expert at the i-th level has the input vector 
(X,Si-1) received from the ancestor node and generates the output vector Si, where X 
represents a pattern. Si represents the set of classes to which the expert of i-th level 
believes the pattern X might belong and the set Si is a subset of its respective set Si-1 

(Sn⊂ Sn-1 ⊂ Si …⊂ S0). During the annotation process, if the terminal node is reached, 
then the unlabelled patterns under this node are labeled with a single element of Si. 

Table 1. Visual-level brushwork concepts 

We employ Class Set Reduction and Class Set Reevaluation strategies for 
annotation using the serial multi-expert framework. The Class Set Reduction requires 
that the experts generate a subset of candidate class labels from the original set of 
candidate class labels received from the ancestor node. The Class Set Reevaluation 
extends the intermediate nodes to facilitate additional analysis: if the unlabelled 

Class Characteristics Background Examples 

Shading Depiction of foldings in Medieval Period
Edges and gradients, often 

directional, intensity contrast, 
weakly or non-homogeneous 

 

Glazing 
Depiction of nudity/face in Medieval 

Period 

Subset of hues (yellow, red, 
orange), intensity contrast, 

gradients, non-homogeneous, 
may contain edges 

 

Mezzapasta 
Widely used technique in paintings. The 
color palette used varies with respect to 

the art period. 

Homogeneous, low intensity 
contrast and small gradients 

 

Grattage 
 

Depiction of objects and patterns in 
Fauvism and Expressionism painting 

styles of Modern Art period 

Edges, high gradients, intensity 
contrast, inhomogeneous 

 

Scumbling 
Depiction of sky, clouds, greenery and 
atmosphere in various painting styles of 

Modern art 

Soft gradients, low intensity and 
hue contrast, low directionality, 

weakly homogeneous 

 

Impasto 
Widely used in Impressionism, Post-
impressionism, Pointillism styles of 

Modern art 

Edges, high gradients, often 
directional, low hue contrast, high 

intensity contrast 

 

Pointillism 
Often used for depiction of 

atmosphere/air in Pointillism painting 
style of Modern art 

Medium intensity contrast, 
medium roughness, no 

directionality, homogeneous 

 

Divisionism 
Widely used in Pointillism, demonstrates 

the Color Mixing Principle 

High gradients, high roughness, 
high intensity and hue contrast, 

no directionality, weakly 
homogeneous 
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patterns are assigned labels with high confidence, then these assignments become 
final and the decision process does not evaluates these patterns further.  

3.2   Class Weighted Feature Score 

To provide the expert with the feature relevance information, we calculate feature 
scores with respect to each analyzed class. For this we first calculate tight partitions in 
the feature space using iterative K-means method. Since the K-means clustering 
minimizes the intra-cluster distance, the data points within a partition are somewhat 
close to each other in the feature space and exhibit relatively small variances along 
some of the feature dimensions. Thus, feature dimension is more likely to be relevant 
to the partition if the projection of the partition on this dimension has a smaller 
variance. Second, we employ Chi-square statistics to compare the feature value 
distributions between this partition and the whole dataset. Intuitively, if the 
distributions are similar, then the analyzed feature is not representative of the cluster 
and its Chi-square statistics is comparatively low. We represent the feature 
distributions using the normalized histograms of each feature in the cluster and the 
whole dataset. To measure the similarity of distributions, we employ Pearson’s Chi-
Square test: X2=Σ(Oi - Ei)

2/Ei, where we treat the i-th histogram bin of the feature 
distribution in a cluster and the overall dataset as the observed counts Oi, and 
expected counts Ei respectively. Using the Chi-square statistics we obtain the 
relevance score of the analyzed feature with respect to a partition. Third, we combine 
the feature scores of the partitions to calculate the feature scores of the classes. The 
experts utilize the class weighted feature scores during the model selection step to be 
discussed in Section 3. 4. 

3.3   Individual Experts 

For each individual expert, the decision hierarchy predefines its input target set TSi 
and output target sets TSO1 and TSO2. To implement individual experts, we train 
probabilistic mixture model GMM using EM algorithm. This model approximates the 
patterns of TSi as k clusters in the feature space using parametric Gaussian 
distributions G(μ1,Σ1)….G(μK,ΣK). Next, the expert maximizes the calculated posterior 
probabilities p(xj,G(μi,Σi)) to estimate the cluster membership of each pattern xj. 
Using this information, the expert performs annotation of the unlabelled patterns 
using the cluster purity measure. We define pure cluster of class X as the cluster in 
which more than 75% of the labeled patterns are of that class (or a subset of classes). 
The cluster purity represents the degree to which the calculated cluster contains labels 
of class X and is defined as p(c)=NX/Nall, where NX and Nall denote the number of 
labeled patterns of class X and the overall number of patterns in cluster c respectively. 
The expert measures the purity of clusters based on the class labels in its output target 
sets. The unlabelled patterns that fall in the pure clusters receive the candidate class 
label of that cluster. The unlabelled patterns in impure clusters are assigned the label 
of the biggest labeled class in the input target set.  

To perform the model selection step, the system first trains several models using 
varying input parameters. Next, it select the least erroneous model using Vapnik’s 
combined bound [4] as shown in Figure 2. For each trained model we have its 
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respective hypothesis h, the full sample risk R(Xl+u), the transduction risk (or test 
error) R(Xu) and the training error R(Xl). The Vapnik’s criterion estimates of the 
testing error based on training error R(Xl) and on the bounded deviation between the 
two random variables R(Xu) and R(Xl) around their mean R(Xl+u).  

4   Annotation of Artistic Concepts 

To annotate paintings with the concepts of art periods, we perform a three-step 
procedure. First, we sub-divide paintings in the fixed size blocks and perform iterative 
K-means clustering of painting blocks using low-level color and texture features. 
Second, we perform the analysis of visual color concepts using the method to be 
discussed in Section 4. 1. Since we perform the analysis of color concepts at the level 
of fixed-size blocks, we employ the majority vote to assign color concepts to clusters. 
For the annotation of a cluster with brushwork concepts, we utilize low-level color 
and texture features of a cluster and employ the transductive inference framework 
(see Section 4. 2). Using a combination of low-level color and texture features and 
mid-level color and brushwork concepts, we again employ the transductive inference 
framework as described in Section 3 to perform the annotation of application-level 
concepts.  
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. The model selection algorithm 

4.1   Visual-Level Color Concepts 

For the analysis of color concepts we utilize CIE L*u*v color space. We employ a 
two-step procedure to assign warm, cold or neutral color temperature concept to a 
region. First, we model the distribution of various color temperatures within a block. 
For this, we back-project image colors to the corresponding reference colors in the 
Itten color space using the following formulae: 

 

where dist denotes the normalized Euclidean distance, Rc denotes the image colors, 
)(iMc denotes the reference color i on the Itten’s chromatic sphere, and N denotes the 

))(,(minarg 1 iMcRcdistref NiM c ≤≤=
 (1) 

Input: 
A full sample set Xl+u  and training sample set Xl,   
Feature weighted scores FS(Lj) for the candidate class labels Lj,  
A maximum number of mixture components K,  
A set of cut-off thresholds for the feature ranks Tf 
Output:  
Candidate class labels of the test set Xu 
Algorithm: 
1. For each cut-off threshold tf∈ Tf and number k of mixture components, 2 ≤ k ≤ K, train GMM on 
Xl+u to generate (K-1)×|Tf| number of models {Mk,tf}; 
2. Based on the training set, employ the cluster purity measure to generate a set {hk,tf} of  (K-1)×|Tf| 
hypotheses corresponding to the models; 
3. For each hypothesis {hk,tf} calculate its training error R(Xl) and its Vapnik combined bound 
4. Output a candidate class labels for Xu using {hk,tf} with the smallest Vapnik’s bound. 
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number of Itten colors (N = 187, including 5 shades of grey, black and white colors). 
The feature vector of a block includes the number of pixels of each color temperature 
concept, color values of dominant colors extracted from 316-color histogram in HSI 
color space, spatial coherence of block pixels of each color temperature calculated 
based on a modification of the color coherence vector.  Second, the system utilizes 
probabilistic SVM [18] and winner takes all strategy to assign color temperature 
concept to each block. Using the same two-step procedure, we classify blocks with 
respect to complimentary, primary and tertiary color palette concepts.  

To calculate color contrast concepts, we represent each block as a set of color pairs 
based on its dominant colors [2]. Using formula 1, we calculate the corresponding 
reference colors. Based on the relative location of reference colors on the chromatic 
color sphere, we calculate the complimentary, temperature and light-dark contrast 
values. Lastly, we average the contrast values of all color pairs within the blocks to 
derive the contrast values for each block.  

4.2   Visual-Level Brushwork Concepts 

In order to employ the transductive inference framework as described in Section 3 to 
annotate brushwork concepts, we extract color and texture features and derive the 
decision hierarchy for the annotation.  

We employ variety of feature extraction techniques for adequate representation of 
brushwork concepts [13] such as major colors [10], directional histograms of image 
edges and gradients, multi-resolution Gabor Texture features [11], wavelet-based 
features, Hurst coefficient [8] and Zernike moments [17]. We extract these features 
based on the fixed-size blocks and average their values to calculate one feature vector 
per cluster. Figure 3 demonstrates the decision hierarchy for brushwork.  

 
 
 
 
 
 
 

 

Fig. 3. The decision hierarchy for brushwork annotation 

4.3   Application-Level Art Period Concepts  

For each image cluster, we now have low-level color and texture features as well as 
intermediate-level artistic concepts for color and brushwork. We utilize this 
information to annotate high-level concepts of art periods. Overall, we employ a two-
step procedure to perform annotation. First, we annotate the image clusters with high-
level concepts. To perform this task, we employ transductive inference framework. 
However, since our collection includes paintings of only two periods of art, the 
decision tree has only three nodes: a root node and two leaf nodes. In accord to the 
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decision tree, the framework employs a single expert that annotates the image clusters 
with one of the two mutually exclusive concepts. To facilitate feature selection, we 
calculate class weighted feature scores for periods using the method discussed in 
Section 3. 2. The framework utilizes feature scores during the model selection step as 
described in Section 3. 3. Second, we back-project clusters onto their respective 
paintings and employ the majority vote technique to annotate the art period concept to 
the whole painting. 

5   Experiments 

For our experiments, we employ 200 and 700 paintings of various artists and painting 
styles for training and testing respectively. The testing set includes 120 paintings in 
Medieval and 580 paintings of Modern period of art. To preserve color and 
brushwork information, we employ the fixed-size blocks of size 32x32 for the concept 
analysis.  

5.1   Annotation of Visual-Level Color Concepts 

To measure the accuracy of labeling with color temperature and color palette concepts 
we employ 5,000 randomly sampled blocks from the training set. We utilize this 
dataset to perform training and testing of probabilistic SVM classifiers for annotation 
of color temperature and color palette concepts respectively. We use 75% of the 
dataset for training and 25% for testing. We found that we could achieve 91.2% of 
accuracy in color temperature annotation task and 93.7% in color palette annotation 
task.  We did not evaluate the annotation of blocks with color contrast concepts due to 
the lack of ground truth, but we have demonstrated its performance for region-based 
retrieval task [13].  

5.2   Annotation of Visual-Level Brushwork Concepts 

For this set of experiments, we extract 4880 blocks from 30 paintings of Renaissance, 
Fauvism, Impressionism, Post-Impressionism, Expressionism and Pointillism painting 
styles. We randomly select 75% of the dataset for training and use the remaining 
patterns for testing. Figure 4 demonstrates the distribution of brushwork. 
 

 
 
 

 
 
 
 

Fig. 4. Distribution of brushwork classes in the training and testing datasets 

Table 2 summarizes the performance of the systems in terms of overall annotation 
accuracy. We employ a single GMM model as the baseline system for our 
experiments with brushwork.  
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Table 2. Performance of the systems for brushwork concepts annotation 

Baseline performs the annotation of the unlabelled instances into the brushwork 
classes on the basis of pure clusters. It can be viewed as a single expert operating on 
the full feature set. During our experiments, we found that baseline generates the best 
results using K=30 mixture components. To evaluate feature selection, we perform 
another baseline with feature selection as discussed in Section 3. 2. The proposed 
multi-expert transductive inference framework achieves higher accuracy due to the 
several reasons. First, it sequentially disambiguates patterns, which yields high 
annotation accuracy at the leaf nodes. Second, it employs the model selection step that 
finds most appropriate number of mixture components as well as the cut-off threshold 
for the features scores with respect to each individual expert. 

5.3   Annotation of Paintings with Art Period Concepts 

For our experiments of application-level concept annotation, we perform clustering of 
blocks from each painting in 60 clusters. The first baseline system (Baseline 1) for our 
experiments is a binary SVM classification method based on low-level color and 
texture features. To test the contribution of the visual-level concepts to the overall 
result, we employ the variation of the baseline system (Baseline 2) that combines 
visual-level concepts and low-level features with the class weighted feature scores 
above 0.7. Lastly, we evaluate the proposed transductive inference framework using 
both low-level features and intermediate-level concepts. Table 3 demonstrates the 
performance of the systems. 

Table 3. Performance of the systems for application-level concepts annotation 

From these results, we draw the following observations. Baseline 2 results in 
higher accuracy as compared to Baseline 1 system due to the several reasons. First, 
the use of visual-level concepts facilitates more accurate mapping from feature 
vectors to the art period concepts. Second, the use of the weighted feature scores 
results in the reduction of the noise in the feature space. Next, our proposed method 
achieves even higher accuracy of 98% at the image-level as compared to Baseline 2 
because of several improvements. First, the transductive inference yields higher 
accuracy due to the use of unlabeled data samples. Second, during the model selection 

System Class Reduction  Class Reevaluation  

Baseline 80.07% 

Baseline with feature selection 83.6% 

Multi-expert with model selection 93.7% 87.45% 

System Accuracy of cluster 
annotation, % 

Accuracy of image 
annotation, % 

Baseline 1 68.72% 81.48% 
Baseline 2 79.02% 93.56% 

Transductive inference with 
model selection 

86.84% 98.71% 
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step, the framework finds the parameter values that lead to the least erroneous results 
in accord to Vapnik’s combined bound. Figure 5 illustrates misclassified paintings. 
All of them belong to Modern art period. However, they all exhibit dark and red 
colors with large areas of mezzapasta brushwork class similarly to the paintings of 
Medieval art period.  

Fig. 5. Examples of misclassifications by the proposed system 

6   Conclusions 

In this paper we proposed a framework for ontology-based annotation of paintings 
with application-level concepts of art period. Within this framework, we utilize 
domain-specific knowledge to facilitate annotation. Our experimental results 
demonstrate that the use of meta-level artistic concepts results in higher annotation 
accuracy and that the proposed framework outperforms conventional classification 
approach for annotation of high-level concepts. In our future work, we will focus on 
several tasks. First, we will perform the annotation of paintings with artist names and 
painting style concepts. Second, we will develop a methodology to share and integrate 
the concept ontology used in our study with external ontologies. Third, we will extend 
the proposed framework to utilize external textual descriptions such as concept 
definitions in external ontologies and WWW textual information. 
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Abstract. Interactive foreground/background segmentation in a static
image is a hot topic in image processing. Classical frameworks focus on
providing one class label for the user to specify the foreground. This may
be not enough in image editing. In this paper, we develop an interactive
framework which can allow the user to label multiply foreground objects
of interest. Our framework is constructed on belief propagation. The
messages about the foreground objects and background are propagated
between pixel grids. Finally, each pixel is assigned a class label after
finishing the message propagation. Experimental results illustrate the
validity of our method. In addition, some applications in color transfer,
image completion and motion detection are given in this paper.

1 Introduction

Extracting the foreground objects in static images is one of the most fundamental
tasks in image content analysis, object detection, object recognition and image
editing. The task can be formulated as an image segmentation problem. In spite
of many thoughtful attempts, it is still very difficult to find a general method
which can yield good results in a large variety of natural images. The difficulties
lie in the complexity of modelling the numerous visual patterns and the intrinsic
ambiguity of grouping them to be visual objects.

To reduce the complexity and intrinsic ambiguity, one method is to design
interactive frameworks, which can allow the user to specify the objects and the
background according to her/his own understanding about the image. In view
of image perception, the user specifications about the image give us the visual
hints to model and group the visual patterns.

Most existing interactive segmentation frameworks aim at extracting the fore-
ground from the background, and the classical graph mincut is used to solve the
optimization problem [1,2]. Such existing frameworks are initially developed to
provide the user one label to specify the foreground, although there are more
than one objects of interest in the foreground. Naturally, assigning different ob-
jects with different labels is desired in many applications, especially in image
editing. This is known as the multi-label problem.
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Fig. 1(a) shows an example of image editing. The task is to transfer the color
of one rose to the other [3]. If we are given only one label for the foreground,
we would have to label the two roses as one object and could only get the
segmentation result as illustrated in the upper right panel of Fig. 1(a). Thus
we can not achieve our goal (unless we segment the foreground once again).
However, if we are given two labels for the foreground, we could separate them
from each other (bottom right panel of Fig.1(a)) and directly perform color
transfer between them.

In this paper, we develop an interactive framework which can allow the user to
label multiple objects. The framework is constructed on belief propagation [4,5],
which can naturally deal with the problem with multi-class labels. First, the fore-
ground objects and background specified by the user are modelled by K-means
method. Then the information about the objects and background is propagated
between pixel grids via belief propagation. After iterations, each pixel receives
a belief vector, which records the probabilities of class labels. Finally we assign
a label to each pixel according to the maximum a posterior (MAP) criterion. In
this way, we solve the task of multi-label problem.

2 Related Works

Early interactive methods include magic wand and intelligent scissors, which
are now used as plus tools in Photoshop products. Magic wand starts with user
specified points to generate a region with similar color statistics to those of the
specified points. Intelligent scissors need the user to label the points near the
object boundary. These points are further used as seeds to generate an accurate
object boundary.

Current methods [1,2,6,7,8] change the interaction styles. The user can label
the background and foreground by dragging the mouse. The main advantage is
that it does not require the user to stare at and stroke along the object boundary.
In algorithm, the colors of the background and foreground are learned by expec-
tation maximization (EM) [6] or K-means [7] methods. Then the graph mincut
algorithm is used to solve the energy minimum problem. Good performances can
be achieved in a large variety of natural images [1,2,7].

(a)

 

MRF 

Observation node  

Pixel node  

(b)

Fig. 1. (a): An example of color transfer between two roses; (b): The graphical model
for belief propagation. The shadowed nodes are the observation nodes.
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3 Overview of the Framework

The problem we consider can be described as follows. Given an image I with
m pixels, P = {p1, · · · , pm}, and n + 1 point sets, O1, · · · ,On,B, each of which
consists of the user specified pixels. Each Oi (i = 1, · · · , n) corresponds to a
foreground object of interest, and B corresponds to the background. Let L be
an indicator set of O1, · · · ,On and B, that is, L = {1, · · · , n, n + 1}. Then the
task is to assign a class label lp ∈ L to each unlabelled pixel p ∈ P .

The image is first loaded into the software system we developed. Through the
interactive tools, the user labels the foreground objects and the background by
dragging the mouse over the image. In this way, we are given n + 1 point sets
O1, · · · ,On,B. Then all the left work is finished automatically.

First, for each Oi (i = 1, · · · , n) and B, we use K-means to calculate the
mean colors of the clusters, and denote them by {KO

i (j)} , and {KB(j)}. In our
experiments, the K-means method is initialized to have 64 clusters. Then, the
belief propagation is used to solve the task. Based on the labels of pixels, the
objects are finally extracted from the background.

4 Belief Propagation for Visual Object Extraction

4.1 MRF Construction and the Graphical Model

Our task is to assign a unique label to each pixel. To solve the pixel-level task, we
model the image as a Markov random field (MRF), where each pixel is treated
as a node and each node is considered to connect with its spatial neighbors. We
assume that the labels should be piecewise smooth and the labelling should also
fit to the learned mean color models. This MRF formulation for our task yields
the following energy minimization problem:

E(l) =
∑

(p,q)∈E V (lp, lq) +
∑

p∈P Dp(lp) (1)

where E includes all pairs of neighbors in the MRF, V (lp, lq) is the cost of as-
signing lp and lq to two neighbors p and q, and Dp(lp) is the data cost associated
to the mean color models, which can be viewed as a likelihood cost.

Eq. (1) is a discrete optimization problem which may be NP hard. Here we
relax it as a probabilistic inference problem and use belief propagation [8,9] ap-
proach to solve it. To be simplified, for each pixel we consider its spatial neighbors
with four-connectivity. Fig. 1(b) shows the graph, in which an observation node
is attached to each pixel to transfer the observation information.

In terms of MRF, a clique of this graphical model contains a node and
its four neighbors. The description and analysis on this model with pairwise
cliques of belief propagation become more specific and simpler [4]. In this way,
finding a labelling with minimum energy in the MRF is to obtain a MAP
estimation.
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4.2 Message Update Rules

The belief propagation algorithm can be run in an iterative way. At each itera-
tion, each node not only receives a message from each of its four neighbors, but
also sends a message to each of them. We denote by mt

pq the message that node
p sends to node q at time t, by Dp the message from the observation node, by
bp the belief at p after T iterations. Then the max-product update rules in our
system can be described as follows:

mt
pq(lq) ← αmax

lp
(Vpq(lp, lq) · Dp(lp) ·

∏
s∈N mt−1

sp (lp)) (2)

bp(lp) ← α · Dp(lp) ·
∏

s∈N (p) mT
sp(lp) (3)

where α denotes a normalizing constant, and N = N (p) − {q}.
The equivalent computation can be implemented with negative log probabil-

ities. Thus, eq. (2) and (3) can be rewritten as follows:

mt
pq(lq) = min

lp
(Vpq(lp, lq) + Dp(lp) +

∑
s∈N mt−1

sp (lp)) (4)

bp(lp) = Dp(lp) +
∑

s∈N (p) mT
sp(lp) (5)

After iterations, the label l∗p that minimizes bp(lp) is finally selected as the
optimal assignment of pixel p.

4.3 Computing Messages

Each node p is only assigned a unique label lp, which indicates that its associated
pixel belongs to the lp-th visual entity (object/background). Thus the data cost
Dp(lp) can be calculated as the minimum color distance [7]. We have

d(p, lp) =

⎧⎨
⎩

min
j

‖C(p) − KO
lp

(j)‖ lp = 1, · · · , n

min
j

‖C(p) − KB(j)‖ lp = n + 1

where C(p) is the color of p. Further, we normalize the distances to keep them
into a same scale:⎧⎨

⎩
Dp(i) = 0; Dp(lp) = ∞, lp = 1, · · · , n + 1, lp �= i; ∀ p ∈ Oi

Dp(n + 1) = 0; Dp(lp) = ∞, lp = 1, · · · , n; ∀ p ∈ B
Dp(lP ) = d(p,lp)

d(p,1)+···+d(p,n+1) , lp = 1, · · · , n + 1; ∀ p ∈ U
(6)

here U = P − (O1 ∪ · · · ∪On ∪B) includes the unlabelled pixels. We can see that
user specified pixels are all hardly constrained. The infinite distance can set to
be the maximum distance in RGB color space. In this paper, we set ∞ to be 2.

V (lp, lq) is used to represent the prior energy (cost) due to the discontinuity
at the object boundaries. According to the assumption of piecewise constants,
we define it as the following function:

V (lp, lq) =
{

0 if lp = lq
d otherwise (7)
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where d is a constant to punish a label jumping. It is calculated as the standard
deviation of all the distances {d(p, lp)}p∈P

lp=1:n+1.

4.4 Updating Messages

The grid graph shown in Fig. 1(b) is constructed with four-connectivity. Thus
we can treat it as a bipartite graph. In this way, the belief propagation can be
alternatively performed on two subsets of nodes. Let P = A∪B and A∩B = ∅.
The message can be updated as follows:

mt
pq(lp) =

{
mt

pq(lq) if p ∈ A (if p ∈ B)
mt−1

pq (lq) otherwise (8)

Note that the message should be normalized by α when updating the message
in max-product algorithm. We omit the term −log(α) in the updating rules in
min-sum algorithm. But correspondingly, the message should also be normalized.
In a negative log probability framework, the normalization is to perform a zero-
mean centralization for the n + 1 components of each message vector.

4.5 Coarse-to-Fine Performance

The belief propagation based on rules (2) and (3) or (4) and (5) needs to itera-
tively update the messages in an iterative way. The process includes receiving,
computing and delivering messages. In the whole graph, every node must wait its
neighbors when treating the messages. Actually, only when every node has com-
puted the messages, the messages can then be delivered among neighbors. Thus
the messages are treated in a synchronous way. As a result, it may take many
iteration times to deliver them to a far distance. Here we use a coarse-to-fine
strategy to speed up the perfromance.

We first construct a pyramid with a granularity of 2× 2 pixels [5]. The nodes
in each level are connected into a graph, also according to four-connectivity.

Note that it is unnecessary to construct an image pyramid via traditional
down-sampling techniques to calculate the data costs in different levels. Only in
the zero-th level the computation of data costs needs the mean color models of
n+1 visual entities (objects and background). For a node p in the j-th level, its
associated data cost is calculated as follows:

D
(j)
p (lp) = 1

4 (D(j−1)
p1 (lp) + D

(j−1)
p2 (lp) + D

(j−1)
p3 (lp) + D

(j−1)
p4 (lp)) (9)

where p1, p2, p3 and p4 are its four father nodes in the (j − 1)-th level.
The coarse-to-fine computation is started in the coarsest level, and all the

messages are initialized to zero. After several iterations, the messages at each
node in the j-th level will be equally delivered to its four father nodes in the
(j − 1)-th level. The messages will be delivered to the zero-th level. After they
are propagated in the zero-th level, the belief vectors are finally calculated.
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4.6 The Algorithm

The steps of object extraction can be summarized as follows:
Algorithm: Object extraction via belief propagation
Input: Color image I, n + 1 pixel sets B and O1, · · · ,On,

number of coarse-to-fine levels J , and iteration times T
Output: Labels of each pixel p ∈ P(= I)
(1) Learn {KB(j)}, {KO

i (j)}, i = 1, · · · , n; j = 1, · · · , 64
(2) Calculate Dp(lp), lp = 1, · · · , n + 1; p ∈ P
(3) Calculate D

(j)
p (lp), lp = 1, · · · , n + 1; j = 1, · · · , J − 1; p ∈ P

(4) m
(J−1),0
pq (lq) ←− 0, (p, q) ∈ E ; lp = 1, · · · , n + 1

(5) for j = J − 1 to 0
(6) for t = 0 to T
(7) for each node p

(8) Calculate message m
(j),t
pq (lq), according to eq. (4)

(9) end
(10) end
(11) Copy messages to the (j − 1)-th level
(12) end
(13) Calculate bp(lp), lp = 1, · · · , n + 1; p ∈ P , according to eq. (5)
(14) lp ←− arg min

i
{bp(i)}, p ∈ P

In the above algorithm, m
(j),t
pq denotes the message that node p sends to node

q in the j-th level at time t. The label assignment in step (14) is equivalent to a
MAP in max-product algorithm.

Fig. 2. (a): Results with no coarse-to-fine performance; (b): Results of coarse-to-fine
performance with two and three coarse-to-fine levels

5 Results, Comparisons and Applications

We evaluated the algorithm on a variety of different natural images. Here some
experimental results are first reported. Then we compare our method with graph



30 S. Xiang et al.

cut and label propagation [10]. Finally, we illustrate some applications in color
transfer, image completion, and motion detection.

5.1 Performances of Belief Propagation

Our method has two integer parameters, T and J . Fig.2(a) shows the results
of different iterations in six examples, with no coarse-to-fine performance, i.e.,
J = 0. The first column demonstrates the original images with user specified
foreground and background strokes. From the second to the sixth columns are
the results with T = 10, 20, 30, 40, 50, respectively. The extracted foreground
objects are shown in the last column. Generally, after about forty times of itera-
tions, we can get satisfactory results. Fig.2(b) shows the results of coarse-to-fine
performance with J = 1 (the first) and J = 2 (the second). In these experiments,
we fix T to be 20. As can be seen, we can obtain good results with two-level
performance. Fig. 3 shows three examples with multi-class labels. In the first
two images, the user specified three visual objects, while in the third image the
user specified six visual objets (textures). The segmented results with J = 2 and
T = 20 are illustrated in the second column. All the visual entities are accurately
extracted from the images.

For an image with 481 × 321 pixels, belief propagation needs about 1.8s in
case of J = 0 and T = 50 in a PC with with 1.7GHz CPU and 512 RAM. In
case of J = 2 and T = 20, it needs about 0.8s.

Fig. 3. Results of three examples with multi-labels

5.2 Comparisons

We first compare our approach with the graph mincut algorithm. The back-
ground and foreground labelled by the user are respectively learned by EM and
K-means method. The Gaussian mixture model in EM algorithm has 5 compo-
nents. In these methods, eq. (7) is used to calculate V (lp, lq). Fig. 4 gives five
examples for comparison. In each group, the first column shows the original im-
age with user strokes. The results obtained by graph cut with EM, by graph cut
with K-means, and by our method are shown in the second to the forth columns,
respectively. In experiments, we also take J = 2 and T = 20. Comparative work
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shows that our performance of belief propagation generates more details at the
object boundaries.

For an image with 481 × 321 pixels, the graph mincut needs about 0.1s in a
PC with 1.7GHz CPU and 512 RAM.

In view of machine learning, the class labels of the pixels labelled by the user
are all known. The task is to infer the class labels of unlabelled pixels in the
image. This is a typical transductive learning problem. Many semi-supervised
learning methods are proposed to deal with this task. Here we use Zhou’s regu-
larization method based on data manifold [10], which can be viewed as a special
label propagation method [11]. The neighborhood of each pixel is defined as a
5 × 5 patch with its center at the pixel. Fig. 5 shows two examples. Generally,
semi-supervised learning method needs more labelled data points to get good
results. For an image with 241 × 161 pixels, Zhou’s method needs about 15.0s
on a PC with 1.7GHz CPU and 512 RAM, among which 95% time is spent on
the construction of the weight matrix.

Fig. 4. In each group, the second to the fourth columns show the results obtained by
the graph cut with EM, the graph cut with K-means and our method, respectively

5.3 Applications

This subsection introduces the applications of our method in color transfer,
image completion with texture synthesis and motion detection.

The original goal of color transfer is to transfer the color of the source im-
age to the destination image such that the latter looks like the former in color
appearance. Here we develop the performance to transfer between two visual
objects in an image. Fig.6(a) shows two examples. In each group, the middle
column shows the segmented result obtained by our method. Based on these
results, the color transfer algorithm [3] is used between the two kinds of roses.
The transferred results are demonstrated in the third column in each group. We
can see that the color is faithfully transferred.
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Fig. 5. In each group, the second column illustrates the result obtained by Zhou’s
method, and the third shows the result with our method

It is worth pointing out that the interactive framework with two-class labels
can not directly solve this task. Actually, only one class label is not enough for
us to distinguish between those two kinds of roses.

Fig.6(b) shows two examples of image completion with texture synthesis.
First, the image is segmented via our interactive object extraction system. Then
a texture ensemble with 300 “L” shapes [12] is constructed from the background.
Each “L” is a half of a patch with 5×5 pixels. Finally, Wei’s method [12] is used
to fill the area of the foreground.

Many existing motion detection algorithms can only be used in the occasions
where the background is static. Here we extend our method to detect motions in
videos where the background is not static. Fig.6(c) shows an example. We only
label the first frame. Then the background and foreground are learned by K-
means method. Based on the learned mean color models, the belief propagation
is used to detect the motion in the second frame. After the foreground and
background are extracted, they are learned again by K-means method to update
the mean color models. Then we use the updated models to detect the third
frame, and so on. The limit of this approach is that colors of the background
and the objects should not change dramatically.

Fig. 6. (a): Two examples of color transfer between objects in an image; (b): Two
examples of texture transfer; (c): Results of motion detection

6 Summary and Conclusion

We have proposed and demonstrated an iterative framework to extract the fore-
ground objects in an image. Our framework is constructed on belief propagation,
which can be naturally used to treat the tasks with multi-class labels. As a re-
sult, we provide a mechanism for the user to specify more than one objects of
interest in the foreground. This may be very useful in image editing as shown in
the examples in color transfer.
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Our method is based on the mean color models of user specified foreground
and background. When the background and the foreground or foreground objects
have similar color distributions, the framework would give us results with noises.
This is still an open problem. How to learn more visual hints from the user strokes
on the image is a challenging problem. Only using the color information is not
enough to model the background and foreground which have similar colors. In
the future, we will add the texture information to analyze this problem. For
another future work, we will compare our method with the multiway min-cut
algorithm [13].
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Abstract. Repurposing of multimedia-based Learning Resources is an
important issue in E-Learning, as economic success of content produc-
tion depends on how intensively content is used. Repurposing does not
only mean reuse ”as is”, but also comprises modifications of the contents
to suit a different learning or teaching context, as well as reuse of frag-
ments of a large Learning Resource. This paper introduces a method for
modeling multimedia content modifications based on an ontology-based
content representation. A theoretical background for modeling modifi-
cations of multimedia contents independent of the particular format is
provided. Also a practical implementation is presented and discussed.

1 Introduction

Reusability is an important concept in the E-Learning community. Reusing ex-
isting E-Learning contents saves costs and also enables to benefit from the knowl-
edge of other domain experts. For Web-Based Trainings (WBT) the Shareable
Content Object Reference Model (SCORM) is the most common exchange for-
mat, which enables reuse of WBTs in different systems [1]. But reuse does not
only consist of reuse ”as is”, but also comprises repurposing. Repurposing means
to adapt a Learning Resource to a new learning or teaching context. 15 different
relevant adaptations for Learning Resources have been identified in a user survey
[2]. These adaptations can be broken down into several different fine-granular
modifications.

There are some approaches, such as adaptive Learning Resources, single source
publishing or layout templates (e.g. Cascading Style Sheets), that facilitate the
adaptation to a few well-known scenarios; most contents though are and probably
will be available only in non-adaptive form.

However, SCORM is only one format, but there are others, as well. Also,
even if SCORM is used, different formats, such as HTML, XML or Flash, may
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be used for the actual contents. Developing tools for repurposing is therefore a
difficult and complex task. Hence, it is not advisable to develop a new tool for
each adaptation and each format combination completely from scratch. Instead,
frequently used functionality should be moved into a framework, which enables
the developer of a repurposing tool to focus on the adaptation itself, instead
on file and format handling details. Such a repurposing framework is described
in [3]. This framework comprises a content ontology that contains concepts of
content elements that are part of Learning Resources [4]. These concepts are in-
dependent from the particular format. In addition a Learning Resource Content
Representation (LRCR) is described which is a graph representation of a Learn-
ing Resource’s content where concepts defined in the ontology are instantiated
to describe each node in the graph. But an abstract content representation is not
sufficient to support the development of repurposing tools. Modifications have to
be modeled also in a format-independent way for completely outsourcing format-
specific methods. In this paper, modeling efforts for content modifications are
discussed. Modifications of Learning Resource content are considered regarding
two aspects: a theoretical approach and an actual implementation.

The need for modeling content modifications is illustrated by a practical use
case: Consider a user Alice who is responsible for advanced training in her com-
pany. She is asked by her management to provide a course on the fundamentals
of accounting to some employees. Because her budget is low, she decides not to
produce a new course, but to buy an existing one from Bob. Unfortunately, this
course does not comply to the corporate design of Alice’s company. Furthermore,
the terminology of Bob’s course is partly unknown to Alice’s target group and
needs to be replaced. Alice examines the obtained course and observes that it is
a SCORM package that contains about 100 separate HTML documents. Each
of these pages has a defined background and text color and Bob’s company logo
in the upper right corner. Now, Alice has to open each of these 100 HTML doc-
uments to change the background color, replace Bob’s logo by her company’s
logo, move the logo to the upper left corner and replace unsuitable terminology
by her own terms. This scenario motivates the use of an adaptation tool, which
enables Alice to adapt the layout and terminology of all documents of a Learning
Resource at once and more easily. But two weeks later, Alice notices that some
employees have not yet participated in the online training, because they work
in the field and do not have access to an online Learning Management System
most of the time. They would rather prefer learning the contents while traveling
by train to their customers. Fortunately, Bob also offers a Microsoft Word doc-
ument which describes the fundamentals of accounting. But again, layout and
terminology do not suit Alice’s company. Hence, she opens Microsoft Word for
changing layout and terminology manually. Would not it be great if Alice could
use only one adaptation tool for the adaptation of different document types?
Changing layout, replacing unsuited terminology, translating a document - from
an end user’s point of view all these adaptations are always the same, no matter
which underlying format is used. Thus, Alice desires one tool for performing
adaptations of all her Learning Resources.



36 M. Meyer et al.

And that is what this paper deals with - modifications of multimedia Learn-
ing Resources are modeled in a format-abstracted manner for supporting the
development of format-independent adaptation tools.

This paper is structured as follows. Related work is presented in section 2
before the Learning Resource Content Representation is explained in section 3.
Section 4 focuses on the modeling of content modifications. In section 5, the
modification model is illuminated in the context of a practical implementation
of an adaptation tool.

2 Related Work

The model driven architecture (MDA) approach separates application logic from
underlying platform technology [5]. Platform independent models document the
behavior of an application separated from the technology-specific implementa-
tion. Model transformation in the sense of the MDA approach can be seen as an
application of a graph transformation [6]. This approach has found a large com-
munity and is used in different applications. Beside the different scenario, the
idea to abstract from the implementation and specify generic models is also the
motivation behind the approach presented here. It abstracts from format-specific
resources and format-specific modifications of these resources by generating a re-
source model and by modeling the modifications which can be performed on the
resources.

The ALOCoM framework [7] is an ontology based framework to enable reuse
of Learning Objects. The framework is focused on slide presentations. A slide
presentation is disaggregated into its components and mapped to a Java Object
Model. Out of the Java Object Model a RDF representation is generated and
stored in a Learning Object Repository. Components are reused by copying
existing components into a new slide presentation. This scenario allows the reuse
of complete slide presentations, and of parts of these slide presentations, e.g. one
image. The generated slide presentation uses default presentation styles. The
format can be chosen out of a list of supported formats. The major difference to
this approach is that ALOCoM converts Learning Resources into an intermediate
format and transforms it back into another format for reuse. This may cause a
loss of information. Also, the ALOCoM approach requires modifications of the
contents to happen in the source or target format.

Kashyap and Shklar [8] propose an RDF model based approach to adapt con-
tent resources for different devices. In their work they use a representation of
the features of the different devices and components which represent the con-
tent resources. A XML resource can be adapted to the different devices using
device-specific style sheets. Depending on the device which is requesting content
resources an appropriate style sheet can be generated based on the information
in the RDF model. No library or collection is needed, containing specific style
sheets for all the possible requirements a device might have. This approach fol-
lows the idea to uncouple information from presentation and to adapt certain
properties of a content resource; it focuses on web applications.
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3 Content Representation

To abstract the user from the details of a Learning Resource, a representation of
the processed Learning Resource is needed. This representation has to deal with
all the elements a Learning Resource may consist of. It needs to be able to deliver
the information about the Learning Resource, which is needed to manage the
Repurposing process. Hence, a mapping from the Learning Resource into a model
which can provide all the required information is needed. Beside these two main
requirements there exist several others [4]. The Resource Description Framework
(RDF) is used for the content representation of the Learning Resource, because
it fulfils all the identified requirements.

As a base for this model a conceptualization of a Learning Resource and the
parts it consists of is required. The approach presented here uses an ontology
for the conceptualization. In a repurposing process resources in multiple formats
are involved, so it must be possible to find an instantiation of a concept de-
fined in the ontology for all of them. A Content Ontology (CO) for describing
Learning Resources has been developed. Details about the development of the
Content Ontology and the corresponding Learning Resource Content Represen-
tation (LRCR) can be found in [4]. The LRCR is based on the representation
of the structure of the Learning Resource. A separation of concerns has been
realized by distinguishing between structural information and semantic informa-
tion. The structural concepts can be used to describe the type of elements and
also their relations and order. Additional semantic information can be added
to the content representation for making the meaning of elements explicit. The
meaning of elements can be marked with concepts at different levels of detail.
For example a concrete description of an element is an example. A more abstract
description of the same element is a SubjectEntity, an Entity which belongs to
a certain subject. The level of detail in which a certain element is described
depends on the information which is needed about this element and the analy-
sis which is used to identify the element. Attributes and additional information
about an element, such as information given in the metadata, are also included
in the content representation (see Fig. 1).

By using the concepts defined in the Content Ontology a content represen-
tation of a Learning Resource can be build. This representation includes all
information which is required in a Repurposing process and enables a view for
the user which is uncoupled from all the details of the Learning Resource, e.g.
in construction and formats.

4 Modeling Modifications

In the previous section, a format-independent, ontology-supported Learning
Resource Content Representation has been introduced. That content represen-
tation is static; changes of the contents cannot be specified within the scope of
the LRCR. Therefore, another model for content modifications has to be pro-
vided. This section deals with format-independent modeling of modifications of
multimedia Learning Resources.
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resourceID Text

English Definition

CO:hasLanguage CO:hasMeaning

RDF:type

CO:hasPart

Parent

resourceID

Fig. 1. Example for a LRCR clipping

4.1 Granularity of Modifications

An important design decision is the granularity of modifications. Is, for example,
the replacement of a corporate design a single modification or a combination of
several modifications? Zimmermann et al. have identified a structure of adapta-
tion processes, which is helpful for the consideration of granularity [9]. On the
most general layer, whole adaptation processes are resident, e.g. the adaptation
to a different corporate design. An adaptation process divides into several pro-
cess fragments. Process fragments are composed of adaptation functions, which
may either read or modify the contents of a Learning Resource. Which of these
granularity levels is best suited for modeling of content modifications?

The goal of modification modeling is to provide an abstraction layer for sep-
arating the concerns of repurposing tools and the format-specific content modi-
fication methods. Also, reuse of modifications, which are implemented once and
reused for several repurposing applications, is a central motivation. In this re-
spect, adaptation processes are too large to be reused easily and often. Process
fragments are also application dependent, may rely on information from other
process fragments, and sometimes comprise interaction with a user. They are
also reused rarely. Adaptation functions, finally, are reusable for multiple pro-
cess fragments, require no user interaction and need only a manageable amount
of parameters to work. Therefore, content modifications are best modeled at
the granularity of adaptation functions - restricted to those adaptation func-
tions which cause changes of the content. These modifications are mainly inser-
tion, deletion, replacement and rearrangement of elements, as well as changes of
attributes and relations.

4.2 Theoretical Approach

The Learning Resource Content Representation is a graph and is considered to
be a mapping of the whole contents, containing the information which is relevant
for performing adaptations. Modifications at the granularity of adaptation func-
tions produce only delimited local changes of the Learning Resource Content
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Representation. These changes can be expressed as graph operations. Consider
there is a Learning Resource r in which one logo should be replaced by another
one. If the Learning Resource consists of HTML documents, a logo is usually em-
bedded by using a reference to the image file, which contains the logo. Replacing
an image in HTML documents requires only changing the image reference. For
other formats (e.g. Microsoft Word), images are physically embedded in docu-
ments; hence a replacement works different. Let H be the set of all valid HTML
documents and W the set of all valid Microsoft Word documents.

exchangeLogoH : r1 �→ r′1 |r1, r
′
1 ∈ H

exchangeLogoW : r2 �→ r′2 |r2, r
′
2 ∈ W

And for the general case:

exchangeLogoF : r �→ r′ |r, r′ ∈ F, mod ∈ M

where r is a document from a given format space F and mod is a modification
out of the set of all modifications M .

Consider the projection of Learning Resource r into the Learning Resource
Content Representation r �→ ϕ(r), where ϕ is the projection function from the
document format space F into the abstract LRCR space A. The modification
from the previous example can now be observed in the LRCR space. The func-
tion, which modifies ϕ(r) into ϕ(r′), is called modϕ and represents an abstract
modification of the Learning Resource content.

This algebra helps developing content adaptation tools. Adaptations have
no longer to be implemented directly as format-specific methods. Instead, an
adaptation tool analyzes ϕ(r) (the LRCR) and specifies adaptations as a con-
catenation of modifications modϕ . Each modification mod is transformed by an
underlying layer into a format-specific modification modF . This transformation
from LRCR space into the actual document format space is also called interpre-
tation of an abstract modification. Fig. 2 illustrates these transformations.

5 Implementation

A repurposing tool for SCORM-based Learning Resources has been developed
as part of the Content Sharing project. This repurposing tool is built upon the
generic framework for format-independent content modifications, which imple-
ments a LRCR and provides an interface for executing abstract modifications
as they have been sketched in the previous section. The whole repurposing tool
has been implemented in Java (J2SE 1.4.2). The next section describes how
abstraction modifications have been realized in practice.

5.1 Implementation of Modifications

First of all, it has to be distinguished between modification types, which are
classes of modifications (e.g. ”deletion of an element”) and modification in-
stances, which are actual modification requests at run-time (e.g. ”delete element
1234”).
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Fig. 2. Interpretation of abstract modifications

Modification types are modeled as Java classes, which are all derived from
a common interface called IModification. All classes provide a method for re-
trieving the primary target element of the modification, i.e. the element that is
changed. Furthermore, each modification class may define further specific vari-
ables and methods, which are regarded as parameters for the particular modi-
fication type. A modification instance is an instance of one of the modification
classes. There are currently three sub interfaces of IModification for structural
modifications, layout modifications and content modifications.

At design-time, new modification types can be specified by implementing new
Java classes. Notice that modification classes do not provide methods for actually
performing a modification. Similarly, a modification instance does not change
content by itself, but represents what has to be performed.

At run-time, an adaptation application instantiates one of the modification
classes to express what needs to be changed. This modification instance is then
passed to a framework, which performs the modification.

By now, 17 different modification classes have been implemented (including
their format-specific interpretation), and more are yet to come.

5.2 Repurposing Framework

The multimedia content repurposing framework provides content analysis and
modification services to repurposing applications. As interfaces to the appli-
cation it provides access to an abstract content representation of a Learning
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Resource - the LRCR - and it accepts and executes modification requests. The
overall framework is explained in detail in [3].

A repurposing application breaks the intended changes of a document down
into a series of modifications. These modifications are instantiated as Java ob-
jects and passed to a modification transaction engine (MTE), which is part of
the framework. The repurposing framework contains a number of format-specific
plug-ins (FP) for the supported document formats. Based on the element of the
content representation that is primarily targeted by the modification, the cor-
responding format-plug-in is identified and invoked. This format-plug-in then
interprets the format-independent modification instance in a format-specific way
by executing the appropriate Java method. Arguments for a modification method
may be derived from variables of the particular modification class.

After all modifications have been performed, the LRCR is updated to repre-
sent the new state of the Learning Resource. Fig. 3 illustrates the components
of the repurposing framework.

Re-Purposing Application

Semantic

Enrichment

LRCR

OOCR

Docs

MTE

CO

FP FP FP

Application

Layer

Abstraction

Layer

Physical

Layer

Fig. 3. Repurposing framework

5.3 An Exemplary Repurposing Application

An adaptation tool has been implemented on top of the repurposing framework.
This tool already supports layout adaptations (e.g. replacing logos, background
images, background and text colors) and adaptation for better printability (re-
moving fixed widths of page elements).

Adaptations are realized as guided processes. As one part of the layout adap-
tation process, the tool searches for all background image definitions and back-
ground colors in all documents of a Learning Resource. Fig. 4 shows a screenshot
of a dialog, where a user may specify new background images and colors for el-
ements, which he has selected in an earlier step. The changes are instantiated
by the adaptation tool as a set of modification objects, which are passed to the
repurposing framework.
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Fig. 4. Application example: dialog for changing layout information

6 Conclusions

In this paper a theoretical background is presented for modeling modifications
of multimedia-based contents of Learning Resources independent of a particular
format. Also, the issue of granularity of modifications has been considered. The
theoretical approach has been realized in practice by representing content mod-
ifications as Java classes at design time and instantiated objects at run time.
A number of modifications have been implemented, which support design and
layout changes. More modification types are planned, which then enable other
kinds of adaptations. The recent experiences are very promising. The concept of
the repurposing framework - a relatively complex approach at first sight - and
the investment in its development proved first positive results: Adaptation ap-
plications can now be implemented with reduced effort [9]. One example for such
an adaptation tool has been presented in this paper. And even more important:
As all modifications have to be carefully modeled, the applications tend to work
more reliable and fewer bugs occur.

For the future, we plan to implement more modification types and new adapta-
tion applications on top of the framework. There are also plans for modularizing
existing Learning Resources based on this framework. Furthermore, one or two
additional documents formats will be supported soon.
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Abstract. This paper proposes a new method for synthesizing high-
resolution faces from single-frame low-resolution facial images, using
a region-based reconstruction method of an extended morphable face
model. In the method, we suppose that any noble facial image can be
reconstructed by a linear combination of prototypes obtained from train-
ing facial images. Then, in order to maintain the local characteristics
of local facial regions, we apply a region-based reconstruction method.
The encouraging results show that the proposed methods can be used
to improve the performance of face recognition systems, particularly to
enhance the resolution of facial images captured from visual surveillance
systems.

Keywords: Face Hallucination, Example-based reconstruction, Face
recognition, Super-resolution, Extended morphable face model.

1 Introduction

Handling low-resolution(LR) images is one of the most difficult and common
problems in various kinds of image processing applications, such as analysis of
scientific, medical, astronomical, and weather images, archiving, retrieval and
transmission of those images, as well as video surveillance or monitoring[1]. Nu-
merous methods have been reported in the area of synthesizing or reconstructing
high-resolution(HR) images from either a series of low-resolution images or a
single-frame low-resolution image.

Most resolution enhancement approaches rely on a certain type of prior knowl-
edge of image class to be reconstructed. The essence of these techniques is to
use a training set of high resolution images and their low resolution counter-
parts, to build a co-occurrence model. When applying the example-based learn-
ing method, the goal is to predict high resolution data from the observed low
resolution data[2]. Hardie et al.[3] used Markov Random Field(MRF) priors
which are mainly applied to generic images.

However, for face hallucination, the domain knowledge of face images is used
to generate high resolution face images. Baker and Kanade[4] adopted an image

T.-J. Cham et al. (Eds.): MMM 2007, LNCS 4351, Part I, pp. 44–53, 2007.
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pyramid to predict a prior under a Bayesian formulation. This method infers the
high frequency components from a parent structure with the assistance of train-
ing samples. Gunturk et al. [2] applied Principal Component Analysis (PCA)
to determine the prior model. Wang and Tang[5] developed a face hallucina-
tion algorithm using an eigen-transformation. However, the method only utilizes
global information without paying attention to local details. Liu et al.[6] pro-
posed a two-step approach to integrate a parametric global model with Gaussian
assumption and a non-parametric local model based on MRF. Motivated by Liu
et al., Li and Lin[7] also proposed a two-step approach to hallucinating faces by
reconstructing the global image under a Maximum A Posterior(MAP) criterion,
and re-estimating the residual image under the MAP criterion.

We are concerned with building a HR facial image from a LR facial image for
visual surveillance systems. Our reconstruction method is example-based, object-
class-specific or top-down approach. The example-based approach to interpreting
images of deformable objects is now attracting considerable interest among many
researchers[8][9] because of its potential of deriving high-level knowledge from a
set of prototypical examples.

The proposed face reconstruction method is applied to an extended mor-
phable face model, while most existing approaches are applied to the general
face model. In the proposed model, a face is represented only by the pixel val-
ues in the normalized facial image. In the proposed extended morphable face
model, an extended face is defined by a combined form of a low-resolution face,
its interpolated high-resolution face from the low-resolution face, and its origi-
nal high-resolution face, and then an extended face is separated by an extended
shape vector and an extended texture vector.

2 Hallucinating Faces Using an Extended Morphable
Face Model

In this section, we present an overview of our face hallucination methods derived
from an example-based learning using an extended morphable face model.

Suppose that sufficiently large amount of facial images are available for off-
line training, we could then represent any input face by a linear combination
of facial prototypes[8]. Moreover, if we have a pair of LR facial image and its
corresponding HR image for each person, we can obtain an approximation to
the deformation required for the given LR facial image, by using the coefficients
of examples. We can then obtain a HR facial image by applying the estimated
coefficients to the corresponding HR example faces as shown in Fig. 1. Conse-
quently, our goal is to find an optimal parameter set α which can best represent
the given LR facial image.

2.1 Definition of an Extended Morphable Face Model

In order to synthesize a HR facial image from a LR one, we defined an extended
morphable face model in which an extended face is composed of a pair of LR
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Fig. 1. Basic idea of the HR reconstruction using example-based learning

face and its corresponding HR one, and we separated an extended face by an
extended shape and an extended texture according to the definition of morphable
face model.

In addition to, we applied interpolation techniques to the extended shape and
the extended texture[10] under the assumption that we can enlarge the amount
of information from LR input image by applying interpolation techniques such as
bilinear, bicubic, and so on. Fig. 2 shows an example of the facial image defined
by the extended morphable face model, where bicubic interpolation is used for
enlarging both LR shape and LR texture.

Fig. 2. An example facial image defined by the extended morphable face model

Then we can define S+ to be an extended shape vector by simply concatenat-
ing a LR shape, the interpolated HR shape, and original HR shape:
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S+ = (dx
1 , dy

1 , · · · , dx
L, dy

L, dx
L+1, d

y
L+1 · · · , dx

L+I , d
y
L+I ,

dx
L+I+1, d

y
L+I+1 · · · , dx

L+I+H , dy
L+I+H)T (1)

where L, I and H are the number of pixels in input LR facial image,in the
interpolated HR one, and in the original HR one, respectively. Similarly, let us
define T + to be an extended texture vector:

T + = (i1, · · · , iL, iL+1, · · · , iL+I , iL+I+1, · · · , iL+I+H)T . (2)

Next, we transform the orthogonal coordinate system by PCA into a system
defined by eigenvectors s+

p and t+p of the covariance matrices C+
S and C+

T com-
puted over the differences of the extended shape and texture, S̃+ = S+ − S̄+

and T̃ + = T + − T̄ +. Where S̄+ and T̄ + represent the mean of extended shape
and that of extended texture, respectively. Then, an extended facial image can
be represented by the following equation:

S+ = S̄+ +
M∑

p=1

αpsp
+, T+ = T̄ + +

M∑
p=1

βptp
+ (3)

where α, β ε M .
Based on the definition of the morphable face model[8], our face hallucination

method is consists of following 4 steps, starting from a LR facial image to a
HR facial image. Here the displacement of the pixels in an input LR face which
correspond to those in the LR reference face is known.

Step 1. Obtain the texture by warping an input LR face onto the reference face
with its given LR shape.

Step 2. Reconstruct a HR shape from a given LR shape.
Step 3. Reconstruct a HR texture from the obtained LR texture at Step 1.
Step 4. Synthesize a HR face by warping the reconstructed HR texture with

the reconstructed HR shape.

Step 1(backward warping) and Step 4(forward warping) are explained from
the previous study of morphable face model[8]. Step 2 and Step 3 are carried
out by similar mathematical procedure except that the shape about a pixel is
2D vector and the texture is 1D(or 3D for RGB color image) vector.

2.2 Region-Based Face Hallucination

In this section, we explain the concept and method of region-based face halluci-
nation method for improving the results of previous HR reconstruction.

The previously described face hallucination method is applied to the entire
region of the facial image. As expected, the global reconstruction methods suffer
from the weakness in that various significant features can affect the other regions’
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results. Therefore, the characteristics of each local image are enfeebled in the
reconstructed high-resolution facial image.

In order to separately preserve the characteristics of local regions, we applied
the proposed example-based hallucination method for important local regions
such as eyes, nose and mouth regions. Fig. 3 shows an example of global mask
image and local mask image for region-based reconstruction.

Fig. 3. Examples of global and local mask images for region-based reconstruction

It is important to obtain seamless and natural final images, in the case of
region-based applications. Blending is applied to merge different regions, which
were separately reconstructed for different regions of the face: eyes, nose and
mouth regions.

In the proposed method, the transition area is defined as the distance(D)
from local region bounding for every pixel in the local region. In other words, the
weight for merging local reconstruction to global reconstruction is determined
as the minimum distance to the boundary of the local region.

The blending weight for the local region is computed by the following equation:

ωL(xj) = 1/(D − d(xj) + 1), for 0 < d(xj) < D
ωL(xj) = 1, for d(xj) >= D

(4)

where d(xj) is the minimum distance from the boundary of local feature region,
and D is the minimum distance that has the ωL = 1.

Then, the final shape and texture of each pixel in local region are computed
as follows

S(xj) = ωL(xj) · SL(xj) + (1 − ωL(xj)) · SG(xj),
T (xj) = ωL(xj) · T L(xj) + (1 − ωL(xj)) · T G(xj),

(5)

where SL(xj) and T L(xj) are the reconstructed shape and texture in the local
region, and SG(xj) and T G(xj) are those in the global region.
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3 Experimental Results and Analysis

3.1 Face Database

To test the performance of our reconstruction method, we used 200 facial im-
ages of Caucasian faces that were rendered from a database of 3D head models
recorded by a laser scanner[8]. The original images were color images, set to the
size of 256×256 pixels. They were converted to an 8-bit gray level and resized to
16× 16 for LR facial images. PCA was applied to a random subset of 100 facial
images for constructing bases of the defined face model. The other 100 images
were used for testing our reconstruction methods.

In order to verify the potential of the proposed face hallucination method, we
tested our face hallucination method using two other face databases, the Korean
face database (KF DB)[11] and the XM2VTS database[12]. We used 200 facial
images from 540 subjects’ images of the KF DB and 200 facial images from 295
subjects’ images of the XM2VTS DB. Reference face and examples of the KF
DB and XM2VTS DB are shown in Fig. 4.

Fig. 4. Examples of KF DB and XM2VTS database

3.2 Reconstruction Results and Analysis

In order to verify the performance of the proposed method, we compared different
resolution enhancement methods: the general BC interpolation method, classic
example-based method using PCA transformation with the general face model
(existing method), proposed method with the extended morphable face model,
and proposed region-based reconstruction method.

Fig. 5 shows examples of the 256 × 256 high-resolution facial images recon-
structed from 16 × 16 low-resolution images, and shows the mean intensity er-
rors between each reconstructed image and its original high-resolution image. In
the figure, (a) shows the input low-resolution images from different databases,
(f) shows the original high-resolution facial images, and (b) to (e) show the
reconstructed high-resolution images using the BC interpolation, existing ex-
ample-based hallucination method with general face model, proposed extended
morphable face model, and proposed region-based face hallucination method
with the extended morphable face model, respectively.
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Fig. 5. Examples of 256×256 high-resolution facial images reconstructed from 16×16
low-resolution facial images in MPI, KF and XM2VTS DBs

As shown in Fig. 5, classifying each input low-resolution face from those im-
ages is almost impossible, even with the use of BC interpolation. On the other
hand, the facial images reconstructed by the example-based learning methods,
especially the reconstructed images by our proposed region-based face halluci-
nation method with extended morphable face model, are more similar to the
original faces than other methods. In addition, the mean intensity errors can be
reduced by the proposed example-based face hallucination method.

For quantitative evaluation of the performance of our face hallucination
methods, we measured the mean intensity errors per pixel between the origi-
nal high-resolution facial images and their reconstructed versions, by using sev-
eral different methods: low-resolution input image, BC interpolation method,
example-based face hallucination using the general face model, proposed ex-
tended morphable face model, and proposed region-based hallucination method.
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Fig. 6. Comparison of mean intensity errors by various hallucination methods

As shown in Fig. 6, we can reduce the mean reconstruction errors by using the
proposed extended morphable face models, especially the region-based halluci-
nation method, which combines the extended morphable face model and local
hallucination method.

We also compared the enhancement rate(ER) of the face hallucination method
by the following equation:

ER = (EI − ER)/EI × 100 (6)

where EI is the mean error of input low-resolution face to the original high-
resolution face, and ER is the mean error of reconstructed high-resolution face to
the original high-resolution face. Fig. 7 shows the enhancement rate of different

Fig. 7. Enhancement rate of different hallucination methods to the mean errors of
input low-resolution
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face hallucination methods. This figure shows the enhancement power of the
proposed face hallucination method using extended morphable face model.

From the encouraging results of the proposed method, as shown in Figs. 5-
7, the potential to improve the performance of face recognition systems exists,
by reconstructing high-resolution facial images from low-resolution facial images
captured in visual surveillance systems.

In order to verify the effect of face hallucination, we carried out simple face
recognition experiment as described below. The original 256× 256 facial images
were registered to the recognition system, and the reconstructed high-resolution
facial images from 16× 16 facial images were used as test data. Fig. 8 shows the
correct recognition rates of face recognition experiments with MPI face database
(MPI DB), Korean face database (KF DB), and the XM2VTS database. As
shown, the recognition performance was improved by employing the proposed
face hallucination method.

Fig. 8. Comparisons of recognition performance

4 Conclusions and Further Research

In this paper, we provided an efficient method for reconstructing high-resolution
facial images, using region-based (global and local) reconstruction of the ex-
tended morphable face model. Our reconstruction method consisted of the fol-
lowing steps : estimating linear coefficients which minimize the error between
the input low-resolution facial image and the represented linear combination of
prototypes in the low-resolution image, and applying the estimated coefficients
to the high-resolution prototypes. Moreover, we applied an region-based recon-
struction method to improve the performance of high-resolution reconstruction
by preserving the local characteristics of the facial images.

The experimental results appear very natural and plausible similar to origi-
nal high-resolution facial images. This was achieved when displacement among
the pixels in an input face which correspond to those in the reference face,
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were known. Further studies on shape estimation with fractional accuracy from
low-resolution facial images must be conducted for resolution enhancement of
captured images in real-world, low-resolution situations.
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Abstract. This study developed a new shape-based 3D model descriptor based 
on the D2 shape descriptor developed by Osada, et al of Princeton University. 
Shape descriptors can be used to measure dissimilarity between two 3D models. 
In this work, we advance it by proposing a novel descriptor D2a. In our method, 
N pairs of faces are randomly chosen from a 3D model, with probability pro-
portional to the area of the face. The ratio of the smaller area over the larger 
area is computed and its frequency stored, generating a frequency distribution 
of N ratios which is stored as the second dimension of a 2D array, while the 
first dimension contains the frequency distribution of distances of randomly 
generated point pairs (the D2 distribution). The resulting descriptor, D2a, is a 
two-dimensional histogram that incorporates two shape features: the ratio of 
face areas and the distance between two random points. 

1   Introduction 

An important research area is the efficient storage and retrieval (shape-matching) of 
desired 3D models from an unorganized database of models (e.g. the World Wide 
Web). For example, if one needs a 3D model of an airplane, searching a database 
using “airplane” as keyword may not yield satisfactory results, since the filenames 
may not be descriptive (e.g. 001.wrl), may be in a foreign language, or might be mis-
spelled. A better way is to combine keyword searching with an actual 3D model as 
query. 

The shape dissimilarity between two 3D models is measured by applying a dis-
tance measure (such as Euclidian distance) to the shape descriptors of the two models 
being compared. The top k closest matches of the query model are those models with 
the smallest dissimilarity value compared to the query. 

A shape descriptor that is used to compare 3D models based on shape simi-
larity must be both accurate and efficient. In 2001, Osada [1] et al proposed the  
use of “shape distributions” as shape descriptors. These are frequency distributions 
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of certain shape features like angles, areas and distances randomly sampled from  
a 3D model. The most effective distribution was D2, which was the freq- 
uency distribution of distances of randomly selected point pairs on the surface  
of a 3D model. D2 was represented as a 1D array of integers, a histogram  
of frequencies. 

D2 has several advantages. It is both rotation and translation invariant, is computa-
tionally cheap (both for generating the descriptor and comparing two descriptors), and 
describes the overall shape of an object, which means that it is not easily affected by 
minor shape distortions. For example, when a 3D model of a car is compared to a 
version of itself that has 5% less polygons, the overall shapes (and D2 values) of the 
two models remain very close [1].  

In 2003, Ohbuchi [2], et al, extended Osada’s D2 and added a second dimension 
(to the D2’s one-dimensional histogram). The second dimension records the fre-
quencies of the angles between the normal vectors of the two surfaces containing 
the two random points of a D2 sample. Instead of a 64-bin histogram, they used a 
64x8 histogram for the AD (for “angle”) descriptor, and 64x4 histogram for the 
AAD (for “absolute angle”) descriptor. The AD and AAD enhanced descriptors 
outperformed D2 by 19% and 28% respectively. They used a database of  
215 VRML models and implemented D2 in order to compare results with AD  
and AAD. 

Prior to the Princeton Shape Benchmark (PSB) of Shilane, et al [3], researchers 
had to assemble their own test and training databases of 3D models from various 
sources. In order to compare the results of a shape matching algorithm, it was neces-
sary to implement all shape descriptors that were to be compared. In 2003, the PSB 
was made available publicly for researchers in 3D model classification and retrieval. 
The PSB consists of a database of 1,814 3D models in the Object File Format (.OFF) 
and utility programs to measure the performance of any shape-matching algorithm 
that uses the PSB database. This allows researchers to directly compare a shape de-
scriptor’s 3D shape-matching performance with the results other studies that also used 
the PSB. 

In 2004, Shilane [3] used the PSB to compare the performance of twelve shape de-
scriptors in measuring shape dissimilarity, including Osada’s D2. This study extends 
the D2 shape descriptor by extracting another shape feature – the ratio of areas be-
tween randomly chosen faces – and combining this with the original D2 histogram. A 
more detailed discussion of this method is presented in chapter 2. The PSB and the 
results of Shilane are used to gauge the relative effectiveness of the D2a shape  
descriptor in 3D shape matching. 

2   Overview 

In this section, we provide the theoretical framework behind the D2a shape descriptor, 
as well as a detailed description of D2a. 
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2.1   General Approach to the Shape Comparison of 3D Models 

The most successful and popular approach so far in comparing the shape of two 3D 
models has been to apply two steps [4]: 

 
Step 1. Apply some function on the shape feature(s) of a given 3D model to extract a 
“shape descriptor” for the 3D model. Shape features include areas, distances, angles, 
2D projections, etc. 

 
Step 2. Apply a distance formula to compare the shape descriptors of 2 models. Ex-
amples of distance formulas are the Manhattan, Euclidian, and Earth Mover’s distance 
formulas. Figure 1 demonstrates this two-step process. 

 

Fig. 1. The general approach to shape-based comparison of 3D models 

2.2   Invariance to Transformation  

The challenge in developing an ideal shape descriptor is twofold: 

1. To develop the best shape descriptor that can represent 3D models, and  
2. To remain unaffected by all transformations (scale, rotation and translation). 
 
There are two ways to address these challenges: 

1. Develop a transformation-invariant descriptor so that all rotations, scaling and 
translations of a model result in the same descriptor. 

2. Normalization. 3D models can be normalized by finding a suitable transformation 
for each one. Unfortunately for this approach, there is no robust way to normalize 
rotation transformations [5], unlike with scale or translation. It is also possible to 
normalize the shape descriptor itself instead of the 3D model.  

 
Figure 2 illustrates how 3D Shape Comparison is made when the descriptors are 
transformation invariant. In cases where the descriptor is not transformation invariant, 
normalization is applied to either the 3D model before the descriptor is extracted or 
on the descriptor itself. 
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Fig. 2. Extracting a rotation, scale and translation invariant shape descriptor from a 3D model 

2.3   The D2 Shape Descriptor 

A 3D model is made up of a finite number of vertices and faces. Theoretically, on 
those faces lie an infinite number of points. 

The distances between all pairs of points on the surface of the 3D model have a 
probability distribution. This probability distribution is D2. D2 is also called a 
shape distribution, because it is based on a feature of the model’s shape, i.e. distances 
between all pairs of points. Osada noted that the D2 shape distribution is distinctive 
for each 3D model [1], and therefore represents the model’s overall shape, i.e. it can 
be used as a shape descriptor. 

However, since it is impossible to find the probability distribution of an infinite set 
(i.e. the set of all points on a 3D model), the actual implementation of D2 approxi-
mates the distribution by randomly sampling a sufficient number of points and re-
cording the frequency of each range of distances. For example, the D2 distribution 
can be approximated by 1024 samples points, resulting in 1024*1024/2 + 1024 = 
524,800 sample point-pair distances, since |Pi Pj| is the same as |Pj Pi|, and is counted 
only once. 

D2 is invariant to translation and rotation. Intuitively, no matter how the 3D 
model is rotated or translated, all of its vertices, faces and surface points move 
along with it, resulting in the same point-pair distances. However, it requires nor-
malization for scale transformations. There several ways to normalize a D2 distribu-
tion. The two simplest and most effective are aligning by mean and aligning by 
maximum distance [2]. 

2.4   The D2a Shape Descriptor 

The intuition behind D2a is that objects made up of faces with more varied sizes (i.e. 
has very big, very small and in-between sized surfaces) should look different from 
objects made up of faces with more uniform sizes (i.e. has mostly big, mostly small or 
mostly average-sized surfaces). For example, a 3D model of a car can have relatively 
large surfaces (making up the roof and windows), very small surfaces (making up the 
nuts and bolts), and many sizes in between (e.g. rear-view mirror) due to the discrete  
nature of mesh presentation for free form surfaces. A simple cube on the other hand, 
is made up of six equally-sized faces.  
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The area ratio ar of a face pair (Fi,Fj) of an object O is defined as the area of the 
smaller face over the area of the larger face: 

,
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Allying the equation (1) to every face pair, we can derive the distribution of area 
ratio of the object. 

A practical way to compute the area variability (or uniformity) of an object’s faces 
is by sampling the area ratios of these faces in the following procedure: 

ComputeAr(O) 
// Input: a 3D object O of M faces (F

1
..F

M
) 

// Output: histogram of area ratio of the faces 
choose N faces with probability of being chosen proportional to the area of 
each face 
for each face pair (Fi, Fj) of the selected N faces, 

if area(Fi)>area(Fj)  
   ar = area(Fj)/area(Fi) 
else 
   ar= area(Fi)/area(Fj) 
index = ar* numBins  
Ratio_Histogram[index] := Ratio_Histogram[index] + 1 

Where numBins (=2 in our experiment) defines the granularity of the freq- 
uency distribution, and Ratio_Histogram contains the area ratio frequency  
distribution. 

Since the car has varied polygon sizes, while the cube has uniform polygon sizes, 
one can expect the ratios of polygon areas on the car to be more variable than those of 
a simple cube. In fact, it can be easily observed that the only possible ratio between 
areas of faces in the cube is 1.0, since all faces have the same area. For the car, ratios 
of areas should tend to be lower than 1.0 and closer to 0.0 since one random face is 
likely to be much bigger or smaller than another random face. Thus, one can expect 
that in the frequency distribution of area ratios, a car’s graph should have higher fre-
quencies for lower ratios (i.e. the graph should skew higher to the left) due to the 
variances in area ratios. 

It can also be conjectured that for 3D models which are made up mostly of same-
sized polygons, the frequency distribution of area ratios should be lie near the value 
1.0 (i.e. the graph should skew higher to the right), since one random face should not 
be much bigger or smaller than another random face. This conjecture can be verified 
by the graphs on Figure 3.  

It can be seen that for objects with varied face areas (Figure 3a), the probability of 
two random faces having different areas is greater (therefore most ratios are below 
1.0), while for objects with uniform face areas (Figure 3b), the probability of two 
random faces having the same area is greater (therefore most ratios are exactly 1.0). 

The ratio of areas shape feature is stored in the second dimension of a 2D array 
whose first dimension contains the D2 distribution. The second dimension only has 
two bins for our experiment: the first to store the frequency of ratios that are < 1.0, 
and the second to store the frequency of ratios that are exactly 1.0. 
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Fig. 3. Shown are 3D objects: (a) with varied face areas, (b) with relatively uniform face 
areas; and the graphs of their respective area ratio frequency distributions. The x-axis represents 
the ratio of areas (0..1), while the y-axis is the frequency. For the objects are made up of varied 
face areas, the ratios between these areas (small over big) tend to be small. Thus the graph 
shows higher frequency for small ratios. For the objects are made up of face areas of roughly 
similar size, the ratios between these areas (small over big) tend to be near 1.0. Thus the graph 
shows higher frequency for ratios near 1.0. 

3   Experiments and Results 

D2a was implemented in C++ and compiled using Microsoft Visual Studio.NET 
2003. The Princeton Shape Benchmark was used to compare the results with Shi-
lane’s [3]. As with Shilane, only the test set of 907 models were used for all the algo-
rithms (the training set was not used). For the D2 component (which is the first  
dimension of the D2a descriptor), a sample size of 1024 random points were gener-
ated and 64 bins were used. The dimensions of the D2a array were 64 x 2 unsigned 
integers, which took up 512 bytes (4 bytes for each unsigned integer). 

The scale was normalized by aligning the mean [2, 3]. The L1 Manhattan Distance 
was used to measure the distance between two D2a histograms. [2] 

3.1   Performance Metrics 

In order to compare the results directly with the results of Shilane, we used the  
same utility program provided by the PSB, psbtable.exe, to compute the same 
performance metrics: Nearest Neighbor, Tier 1, Tier 2, E-Measure, and Discounted 
Cumulative Gain (DCG). psbtable.exe generates these measurements given a 
distance matrix binary file (which is the output of our shape matching program) and a 
classification (.CLA) file. [3] 

Nearest Neighbor, Tier 1 and Tier 2 measurements were also used as performance 
metrics by Osada [1], Kazhdan [5], and Ohbuchi [2] although these studies did not 
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use the Princeton Shape Benchmark 3D model database. For all performance metrics, 
higher numbers are better. 

1.  Nearest Neighbor (NN) 

Using each model as query, NN is the percentage of cases where the returned top 
match is from the query model’s class. 

2.  Tier 1 (T1) 

Given a query model with class size N, retrieve the top N-1 matches. Tier 1 is the 
percentage of the N-1 matches retrieved that belong to the query model’s class. 

Each model in the class has only one chance to be in the first tier, since the number 
retrieved = number of possible correct matches. Therefore, only a perfect matching 
algorithm can return a T1 measure of 100%. 

3.  Tier 2 (T2) 

Given a query model with class size N, retrieve the top 2(N-1) matches. Tier 2 is the 
percentage of the 2(N-1) matches retrieved that belong to the query model’s class. 

The number retrieved is 2 times the number of possible correct matches. Therefore, 
the highest possible score for T2 is 50%. However, a score of 50% doesn’t mean that 
the matching algorithm is perfect, only that it is good enough to return all relevant 
matches if the retrieval size is big enough (twice the class size of the query -1). 

4.  E-Measure 

The E-Measure is the precision and recall values combined into one value. The intui-
tion is that a user of a search engine is more interested in the first page of query re-
sults than in later pages. So, this measure considers only the first 32 retrieved models 
for every query and calculates the precision and recall over those results. 

The E-Measure is defined as: 
E = 2 / (1/Precision + 1/Recall) 

5.  Discounted Cumulative Gain (DCG) 

DCG gives a sense of how well the overall retrieval would be viewed by a human. 
Correct shapes near the front of the list are more likely to be seen than correct shapes 
near the end of the list.  With this rationale, discounted cumulative gain is calculated 
as: 1 + sum 1/lg(i) if the ith shape is in the correct class. 

6.  Normalized DCG 

This metric normalizes the DCG values so that the average DCG becomes 0.0. 

Normalized DCGi = DCGi / Average DCG – 1  

Where: 
DCGi = DCG score of the ith shape descriptor 
Average DCG = average of all DCG scores 

Normalized DCG shows how much better or worse than the average a shape de-
scriptor’s DCG score is. Since it is just another way of presenting DCG scores, it 
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always results in the same ranking as DCG. Therefore, although we present both DCG 
and Normalized DCG in the results, we count them as one metric (we use five metrics 
in all). 

4   Results and Conclusions 

Table 1 summarizes the results of Shilane [3] for 12 algorithms (first part) and our 
results for D2a (second part). Table 2 shows a summary of D2a’s performance com-
pared to D2. The blue horizontal bars on the first part of the table indicate where the 
D2a performance falls. 

D2a significantly outperformed D2 in three out of five performance metrics. In T1, 
T2 and E-Measure, the improvements ranged from 15% – 92%. On the other hand, 
performance decline in the two other metrics was not as substantial: only 5.47% in 
NN and 3.39% in Normalized DCG. 

Table 1. Summary of results for for the D2a algorithm, compared directly with 12 other 
algorithms. The blue horizontal bars on the first part of the table indicate where the D2a  
per-formance (using the same test set) would fall. 

Shape Storage NN T1 T2 
E – 

Meas. DCG 
Norm. 
DCG 

Descriptor Size (%) (%) (%) (%) (%) (%) 
  (bytes)             

LFD 4,700 65.70 38.00 48.70 28.00 64.30 23.05 

REXT 17,416 60.20 32.70 43.20 25.40 60.10 15.02 
SHD 2,184 55.60 30.90 41.10 24.10 58.40 11.76 
GEDT 32,776 60.30 31.30 40.70 23.70 58.40 11.76 
EXT 552 54.90 28.60 37.90 21.90 56.20 7.55 
SECSHEL 32,776 54.60 26.70 35.00 20.90 54.50 4.30 

VOXEL 32,776 54.00 26.70 35.30 20.70 54.30 3.92 

SECTORS 552 50.40 24.90 33.40 19.80 52.90 1.24 

CEGI 2,056 42.00 21.10 28.70 17.00 47.90 -8.33 

EGI 1,032 37.70 19.70 27.70 16.50 47.20 -9.67 

D2 136 31.10 15.80 23.50 13.90 43.40 -16.94 

SHELLS 136 22.70 11.10 17.30 10.20 38.60 -26.13 

     
Avg. 
DCG 52.45  

                

D2a (Test) 512 29.40 30.40 30.30 16.00 43.10 -17.52 
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Table 2. This shows a comparison of D2a’s performance with that of D2. Positive numbers 
indicate an increase in performance, while negative numbers indicate a decline. 

D2a Improvement NN T1 T2 
E – 

Meas. DCG 
Normalized 

DCG 

over D2  (%) (%) (%) (%) (%) (%) 
  -5.47 92.41 28.94 15.11 -0.69 -3.39 
        

4.1   Analysis 

From the results obtained (shown on tables 1 and 2), we make the following observa-
tions. D2a underperformed in NN and DCG by 5.47% and 3.39%, respectively com-
pared to D2. Both are "closest match" metrics, which indicates that D2 may be 
slightly better than D2a in placing the correct matches at the top of the retrieval list, 
even though D2a retrieves more correct matches than D2. D2a outperformed D2 in 
T1, T2 and E-Measure by 92.41%, 28.94% and 15.11%, respectively. T1, T2 and E-
Measure are all related to precision and recall. T1 and T2 are precision values at spe-
cific retrieval sizes, while E-Measure is a combination of precision and recall for the 
top 32 matches. 

The results suggest that D2a provides better precision-recall results than D2 when 
the retrieval size is at least 32 (and at most twice the query model's class size). This 
means that when a user of a search engine looks for a 3D model and requests at least 
32 matches, D2a will likely return more correct matches than D2 (as much as 92% 
more, from our experiments). However, it is possible that D2 will show more correct 
matches (around 5% more) in the first page of the results than D2a. 

This study shows that combining two shape features – distance between point pairs 
and ratio of areas of surfaces – into a single shape descriptor can result in better over-
all classification and retrieval performance. However, two problems may still persist 
in the D2a shape descriptor. First, the computation is high (O(n2)) as all the ratios 
need to be calculated. Second, 3D models that are represented by surfaces having the 
same areas, such as a sphere and a cube, cannot be differentiated by the D2a descrip-
tor, since both have the same ratio distribution. Further studies can be made to address 
these issues. On the other hand, the storage requirements of D2a are still well below 
other algorithms with comparable performance. 
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Abstract. This paper presents an efficient nonlinear method for 3D facial 
modeling from a single image, with the support of 3D face examples. First a set 
of feature points is extracted from the image. The feature points are then used to 
automatically estimate the head pose parameters using the 3D mean face in our 
database as a reference model. After the pose recovery, a similarity 
measurement function is proposed to find the neighborhood for the given 
image. The scope of neighborhood can be determined adaptively using our 
cross-validation algorithm. Furthermore, the individual 3D shape is synthesized 
by neighborhood interpolation. Texture mapping is achieved based on feature 
points. The experimental results show that our algorithm can robustly produce 
3D facial models from images captured in various scenarios. 

Keywords: 3D facial modeling, nonlinear learning, head pose recovery, facial 
animation. 

 

Fig. 1. The 3D modeling (top right) and animation (down right) of Mona Lisa (left) 
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1   Introduction 

Generating of 3D human face models is important in computer graphics field as it is 
an essential part for interactive entertainment, video conference and virtual reality. 
The spread-out of facial modeling techniques mainly bring three practical 
requirements. First, the method should be easily applied to new individuals. Second, it 
should require no exorbitant equipments and computation cost. Third, the results 
should be robust and realistic. 

1.1   Related Work 

The pioneering work of facial modeling for animation was done by Parke in 1972 [1]. 
Currently, there are several main streams of available solutions. 

Modeling by 3D scanners: Special equipments like 3D scanners can be used to 
capture the 3D shape of human heads. The data produced often needs a lot of post-
processing in order to reduce noise and fill the holes. Besides, in order to animate 3D 
scanned models, the shape must also be combined with an animation structure, which 
can not be produced by the scanning process directly.  
Physical based modeling: [2, 3, 4] One of the approaches to facial modeling is to 
approximate the anatomical structures of the face, i.e. skull, muscles and skin. The 
animation from physical models reflects the underlying tissue stresses. Due to the 
complex topology of human faces, it requires tedious tuning to model a new 
individual’s face. 
Feature points based modeling: [5, 6] Starting with several images or a 3D scan of a 
new individual, the generic model is deformed by the extracted facial feature points. 
Images are ubiquitous nowadays and a good source for facial modeling. In order to 
recover the 3D information, it needs orthogonal pair or more uncalibrated images. 
Example based modeling: Blanz et al. [7] propose a method named morphable 
model, which builds new faces by a linear combination of examples. Their work can 
be applied to reanimating faces in images and videos [8, 9]. Supported by the 
examples, the input constraints can be released to only one image of the individual to 
generate plausible 3D results. The convergence process takes nearly an hour on SGI 
workstation, which limits its applications.  

1.2   Our Approach 

The example based approaches work well when there are a small number of 
examples. The iteration process converges and gets reasonable synthetic shapes and 
textures. However, as the number of examples increases, the structure of the 3D face 
space becomes more complicated and the global Euclidean distance measurement 
becomes invalid. The iterative optimization algorithms such as gradient descent need 
a lot of time to converge and easily get lost or trapped in local minimums. On the 
other side, in order to span a complete range of facial shapes, a large set of examples 
needs to be built. Due to the development of 3D scanners and the demand of realistic 
facial modeling and animation, the number of examples may increase dramatically. 
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For instance, the facial animations of Gollum in the feature film The Two Towers 
employed 675 example shapes [10]. 

In order to solve this problem, we introduce an algorithm from nonlinear 
dimension reductions called Locally Linear Embedding (LLE) [11], which maps its 
inputs into a single global coordinate system of lower dimensionality, and its 
optimizations - though capable of generating highly nonlinear embeddings—do not 
involve local minima. The idea of LLE is based on simple geometric intuitions that 
the data points can be linearly interpolated by its neighbors on a small piece of 
manifold patch. An n dimensional manifold is a topological space that is locally 
Euclidean (i.e. around every point, there is a neighborhood that is topologically the 
same as the open unit ball in Rn). The intuition is that if we can find the neighbors 
in the 3D face space for the given image, the synthesis process could be accelerated, 
as shown in Figure 2. 

 

Fig. 2. 3D faces lie on a high dimensional manifold, where each 3D face can be reconstructed 
by its neighbors. The properly selected neighborhood will preserve the most salient features of 
the reconstructed 3D shape. 

Based on the analysis above, we present a fast and efficient methodology to exploit 
a single photograph to get an animatable face model in a virtual world. The approach 
falls into the category of example based modeling, but also we extend this method by 
exploring the nonlinearity of 3D faces. Our algorithm efficiently finds the 
neighborhood for a given image in the 3D face space and synthesizes new faces using 
neighborhood interpolation. 

The rest of the paper is organized as follows. In Section 2, we give an overview of 
our algorithm. Section 3 describes the locally embedding analysis of 3D face space. 
Section 4 presents the neighborhood interpolation algorithm for the synthesis of new 
faces. Experimental results are reported in Section 5. We conclude this paper and 
discuss some ideas for future work in Section 6. 
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Fig. 3. Overview of our nonlinear approach to example based 3D facial modeling. Our system 
takes a single image as an input and gives a 3D textured model as output. 

2   Algorithm Overview 

As shown in Figure 3, our system takes a single image as input, and outputs textured 
3D face. Our algorithm can be summarized into five steps. The first three steps 
directly relate to the nonlinear analysis i.e. locally embedding of the 3D face space, 
which provide a foundation for neighborhood interpolation. The latter two steps are 
about the synthesis of new faces. 

Step 1: Given a frontal face image, a set of pre-defined feature points is extracted; 
Step 2: Based on the feature points and a reference model, the head pose in the im-

age is recovered automatically; 
Step 3: The image finds its neighbors in the space of 3D faces by our similarity 

measurement; 
Step 4: The 3D shape for the image is constructed by the neighborhood-based op-

timization; 
Step 5: Texture coordinates are generated on the basis of the feature points to pro-

duce texture mapping of the model. 

3   Locally Embedding of 3D Faces 

In order to find the right position in the space of 3D faces for a given 2D image, a 
similarity measurement is needed. We employ the feature points on both images and 
face models as the input parameters for similarity measurement after an automatic 
head pose recovery. 

3.1   Feature Points Extraction 

MPEG-4 employs 84 feature points (Facial Definition Parameters, FDP) [12] to 
define a head model. For creating a standard conforming face, the set of facial 
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definition points used in our paper are derived from the MPEG-4 FDP. We exploit 58 
feature points, as shown in the Figure 4, to define the frontal facial features. The 
feature points of a given image can be extracted manually or automatically. 

The 3D models used in this paper are complete models with necks and ears besides 
the facial mesh. They are all preprocessed and in correspondence. The definition of 
the feature vertices on a reference model will also be made on other examples from 
their correspondence. The feature points defines a bounding box in which the part of 
mesh is our volume of interest from the facial animation point of view. During the 
operations of facial modeling and texture mapping, only the mesh in the bounding 
box is rendered. 

 

Fig. 4. Standard-conforming feature points definition 

3.2   Head Pose Recovery 

The head pose of the image needs to be determined before calculating similarity. 
Various methods have been reported in the scenario of image sequences [13] or range 
data [14]. This paper proposes an efficient solution for pose recovery, which has three 
characteristics. First, with support of a 3D face example, we can recover the pose 
parameters from a single fronto-parallel image. The reference model employed here is 
the 3D mean face in our database for its generality. Second, similarity transformation 
parameters are used, i.e. the parameters to be estimated are rotation R, translation t, 
and scaling s. Third, using least squares estimation, the similarity transformation 
parameters can be calculated efficiently by matrix operations.  

Our system chooses the feature points on eyes and mouth to estimate pose, for they 
are nearly on a plane. These 2D feature points on fronto-parallel images can be 
thought as on xoy plane in the 3D space. Then the problem of pose estimation is 
translated to the problem of similarity transformation parameters estimation between 
two point patterns, as shown in Figure 5. We use least squares estimation to minimize 
a cost function: 

2
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i i
i
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where { ( , ,0)}i i ip x y=  is a set of feature points on image, { ( , , )}i i i iv x y z= is a set 

of feature vertices on the 3D model, R : rotation, t: translation:, and s : scaling are the 
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3D similarity transformation parameters, n is the number of feature points and 
vertices. Minimizing the cost function in Equation 1 will give the transformation 
parameters.  

The estimated transformation parameters for Figure 5 are calculated and applied to 
the 3D model, as shown in Figure 6.  

 

Fig. 5. Feature points used to estimate the head pose 
of the image (left) with a 3D face example (right) 

 

Fig. 6. Estimated head pose pa-
rameters applied to the 3D face 
example 

3.3   Neighborhood Construction 

After the head pose estimation, the distance between the image and the 3D examples 
can be written as: 

where I is the input image, 
jM is the jth example in 3D face space, and 

xoyproj  is a 

mapping function to choose ( , )x y  from ( , , )x y z . 

Once the distance function is determined, the only problem in the manifold 
analysis is how to choose the boundary of neighborhood. K nearest neighbors (k-NN) 
and ε -neighborhood: ( ) { ( , ) }j jN I M D I Mε ε= ≤  are two strategies for selecting the 
size of local neighborhood. Our system combines k-NN and cross-validation to 
analyze and determine the value of k adaptively. We keep some 3D examples outside 
the database for cross-validation. As shown in Figure 7, the image on the left is input 
to our system for 3D reconstruction. The reconstruction result is compared with the 
real 3D data and gets a validation error. By testing the relationship between the error 
and the value of k, the optimum value of k is determined adaptively, as shown in 
Figure 8. The reconstruction error falls to its minimum where the neighbors represent 
most of the given example’s salient features. As the number of k exceeds some value, 
the salient features tend to be smoothed out by averaging too many examples. Several 
such validation examples may be processed and the value of k is chosen by averaging 
these validation optimums. The properly selected neighborhood will preserve the  
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Fig. 7. Extra image and 3D shape of an individual 
who is not in the database for cross-validation 

 

Fig. 8. The cross-validation result to 
choose k adaptively 

most salient depth features of the individuals. This idea could also be applied to  
ε -neighborhood, where the value of ε  can be chosen via validation by extra examples. 

4   Synthesis of New Faces 

Once the neighborhood for a given image is found, optimization techniques can be 
used to infer the 3D shape. 

4.1   Inferring 3D Shapes by Neighborhood Interpolation 

We construct a function that maps the 2D pixel positions { }iP p  to the 3D vertex 

coordinates { }jV v . Constructing such a function can be regarded as an 

interpolation or approximation problem, which solves a problem of approximating a 
continuous multivariate function ( )f x  by an approximate function ( , )F x c with an 

appropriate choice of parameter set c  where x  and c  are real vectors 

( 1 2, ,..., nx x x x
 and 1 2, ,..., kc c c c ). 

The family of radial basis functions (RBF) is well known for its power to 
approximate high dimensional smooth surfaces and it is often used in model fitting 
[6]. The network of RBF to infer the 3D shape of a given image is: 

where I is the input image represented by feature points, iM is the ith 3D model  

in its neighborhood, ( , )iD I M  is the distance function described in Equation 2, k is 

the number of k-NN neighbors, jic  denotes the parameters to be learned, j represents 

the jth element in the output vector, ( )r  is radially symmetric basis functions.  

Examples of basis functions are Gaussian functions 
2( )

( )
r
cr e , multi-quadrics 

1
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2 2( ) ( )r r c  and thin plate splines 2 2( ) logr r r  with a linear term added. 
Plugging the Hardy basis function into Equation 3 results in: 

where min( ( , ))i is D I M  is the stiffness coefficient for balancing the scope of 

neighborhood. 
Substituting the k pairs of neighborhood training data ( , )p v  into Equation 4 

results in a linear system of k equations, where p  is the vector concatenating all the 

elements of ( )xoy iproj sRv t+  and v  is the vector concatenating all the elements of 
vertex coordinates on the ith 3D model. Solving the linear system yields: 

where =0.01 is a small disturbing factor determined empirically to decrease the 
impact of noise and I here is the identity matrix. 

4.2   Texture Coordinates Extraction 

Based on the feature points of the image, the texture coordinates can be interpolated 
to get texture mapping. Given a set of corresponding feature vertices on the 3D model 
and texture coordinates, the in-between vertices can get their texture coordinates via 
scattered data interpolation. We use the method similar to Section 4.1, except that the 
input of the RBF system is the 3D vertex and the output is the corresponding texture 
coordinates. 

where v is the input 3D vertex, iv is the ith feature vertex, t is the texture coordinates. 

5   Experiments 

The 3D face database was provided by the Max-Planck Institute for Biological 
Cybernetics in Tuebingen, Germany. The 3D scanned faces in the database provide a 
good start point for our supportive database. We have aligned all the 3D models with 
an animatable model and reduced its vertex density. The eyes and mouth areas were 
excided for animation purpose. Besides, we added extra examples to the database by 
face modeling software. After that, the database consists of 200 heads each with 5832 
vertices. 

In order to test our techniques, we have implemented a prototype system using 
Visual C++ and Matlab. We reconstructed the face models and animate them from the 
images either taken by us using a digital camera (Figure 9) or taken under arbitrary 
unknown conditions (Figure 10). We also applied our method to paintings such as  
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Fig. 9. An example of 3D modeling (top right) and animation (down right) 

 

Fig. 10. Another facial modeling example 

 

Fig. 11. Animation sequence generated by our system 

Mona Lisa by Leonardo (Figure 1). We use the method described in our previous work 
[15] to animate them. An animation sequence is generated as shown in Figure 11. 

We manually marked the feature points and the system takes approximately one 
second to reconstruct the 3D model with texture mapping. Although reconstructing 
the true 3D shape and texture from a single image is an under-determined problem, 
3D face models built by our system look vivid from the frontal viewpoint and natural 
from other viewpoints. 

6   Conclusions and Future Work 

This paper proposes a novel efficient nonlinear approach to 3D facial modeling from 
a single image. In this algorithm, we measure the distance between the input image 
and the 3D models after estimating similarity transformation. Neighborhood 
interpolation is used to find the optimum of the 3D shape to preserve salient features. 
Furthermore, the image is mapped onto the synthesized model as texture. Vivid 3D 
animation can be produced from a single image through our system. 



 3D Facial Modeling for Animation: A Nonlinear Approach 73 

Our algorithm only needs matrix operations instead of iterative process to find 
optimums. Therefore it is efficient for many applications, such as teleconference, 
digital entertainment and video encoding. 

There are several directions of improvement in the future. The inner properties of 
the face space need to be further explored in order to synthesize new faces efficiently 
and accurately. Currently the texture mapping just exploits the colors on the image 
that reflect the lighting conditions under which it was taken. Relighting techniques 
should be developed for integrating our facial model with the virtual environment. 
Furthermore, the wrinkles and detailed textures have not been properly tackled in the 
existing techniques. These problems ought to be considered in future work. 
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Abstract. Recent advancements in 3D scanning technologies have in-
spired the development of effective methods for matching and retrieving
3D objects. A common pre-processing stage of these retrieval methods is
to normalize the position, size, and orientation of the objects based on
PCA. It aligns an object’s orientation based on PCA eigenvectors, and
normalizes its size uniformly in all 3 spatial dimensions based on the
variance of the object points. However, orientation alignment by PCA is
not robust, and objects with similar shape can be misaligned. Uniform
scaling of the objects is not ideal because it does not take into account
the differences in the objects’ 3D aspect ratios, resulting in misalign-
ment that can exaggerate the shape difference between the objects. This
paper presents a method for computing 3D objects’ bilateral symmetry
planes (BSPs) and BSP axes and extents, and a method for normalizing
3D objects based on BSP axes and extents. Compared to normaliza-
tion methods based on PCA and minimum volume bounding box, our
BSP-based method can normalize and align similar objects in the same
category in a semantically more meaningful manner, such as aligning the
objects’ heads, bodies, legs, etc.

1 Introduction

Recent advancements in 3D scanning technologies have led to an increased ac-
cumulation of 3D models in databases and the Internet, and inspired the devel-
opment of effective techniques for retrieving 3D objects that are similar in shape
to a query model (e.g., [1,2,3,4,5,6]). 3D object matching and retrieval typi-
cally involve three basic stages: (1) object normalization, (2) feature extraction
and object representation, and (3) object comparison. The first stage typically
normalizes objects’ positions, sizes, and orientations by translating the objects’
centroids to the origin of the 3D coordinate frame, normalizing the variances
of the points on the objects, and aligning their principal axes obtained using
Principal Component Analysis (PCA) [1,7]. The second stage extracts various
features from the objects and represents the objects in various forms such as
histograms, 2D spherical maps, 3D grids, and abstract representations in terms
of the extracted features [7]. The third stage typically uses very simple distance
measures such as the Euclidean distance to perform efficient comparison.

T.-J. Cham et al. (Eds.): MMM 2007, LNCS 4351, Part I, pp. 74–85, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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The standard normalization method described above is not ideal. Orienta-
tion alignment based on PCA is not robust because PCA is sensitive to point
distributions of the objects. Objects with similar shape may be misaligned [1]
(Fig. 1). Moreover, this method does not take into account the difference in the
objects’ 3D aspect ratios. Normalization of objects with different 3D aspect ra-
tios by the same scaling factors in all 3 spatial dimensions causes misalignments
of their corresponding parts (Figs. 2, 7(a)). All these misalignments can result
in an exaggeration of the difference between objects with similar shapes. Con-
sequently, relevant objects (i.e., objects in the same category as the query) may
be regarded by the matching algorithm as different from the query and are not
retrieved. Therefore, it is important to normalize and align the objects properly.

A straightforward improvement over the standard normalization method is to
scale the objects according to their 3D aspect ratios. This brings out a question:
In which coordinate system should the objects’ 3D aspect ratios be measured?
A possibility is to measure 3D aspect ratios along the PCA axes. This method is
not robust because, as discussed above, orientation alignment based on PCA is
not robust. An alternative method is to compute the objects’ minimum volume
bounding boxes (MBB) [8], and normalize the objects based on MBB axes and
widths. Our studies show that this method is even less robust than the PCA
method, as will be discussed further in Sections 2 and 4.

It is observed that many natural and man-made objects exhibit bilateral (i.e.,
left-right) symmetry. It is a kind of reflectional symmetry that has an interesting
semantic meaning: the bilateral symmetry plane (BSP) divides an object into
a left and a right half, each is a mirror reflection of the other about the BSP.
Moreover, the major axis that defines the object’s top and bottom lies in the
BSP. Therefore, by normalizing objects according to the principal axes and 3D
aspect ratios defined on BSP, the objects’ semantically corresponding parts such
as head, body, legs can be aligned. Consequently, shape matching of objects
aligned in this manner would be semantically more meaningful.

Note that PCA or MBB alone is insufficient for computing an object’s BSP.
The PCA and MBB planes (i.e., the planes normal to the PCA/MBB axes) may
not be aligned to the BSP plane in terms of position and 3D orientation (Figs. 1
and 2). Furthermore, an object has three PCA planes and three MBB planes.
Using only PCA and MBB algorithms, it is impossible to determine which of
the three planes is nearest to the object’s BSP. For objects that are not exactly
bilaterally symmetric, the best fitting BSP may not pass through the objects’
centroid. So, to determine an object’s BSP, the algorithm needs to compute the
correct 3D orientation and position of a plane that separates the object into two
bilaterally symmetric parts.

This paper presents a method for (1) computing 3D Objects’ BSPs and BSP
axes and extents, and (2) normalizing and aligning 3D objects based on BSP axes
and extents. Test results show that the algorithm can compute the exact BSPs
of exactly bilaterally symmetric objects. For objects that are roughly bilaterally
symmetric, the algorithm can compute the best fitting BSPs. Normalization of
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objects according to BSPs yields better normalization and alignment between
3D objects in the same category compared to those using PCA and MBB.

2 Related Work

There is a substantial amount of work on 3D symmetry detection. Alt el al.
[9] described algorithms for computing exact and approximate congruences and
symmetries of geometric objects represented by point sets. Wolter et al. [10] pre-
sented exact algorithms for detecting all rotational and involutional symmetries
in point sets, polygons and polyhedra. Jiang et al. [11,12] presented methods
for determining rotational and involutional symmetries of polyhedra. Brass and
Knauer [13,14] further developed methods for computing and testing symmetries
of non-convex polyhedra and general 3D objects. Zabrodsky et al. [15] defined
a Continuous Symmetry Measure to quantify the symmetries of objects. Mi-
novic et al. [16] described an algorithm for identifying symmetry of 3D objects
represented by octrees.

Sun and Sherrah [17] proposed algorithms for determining reflectional and
rotational symmetries of 3D objects using orientation histograms. To reduce the
search space, their algorithms search for the symmetries of an object along its
principal axes and small orientation neighborhoods around them. The principal
axes are obtained from a method similar to PCA. Our studies show that this
approach is not robust because the reflectional symmetry plane of an object can
be quite far from the PCA planes normal to the PCA axes (Section 4).

The above research work has focused on symmetry detection or quantifica-
tion. On the other hand, Jiang and Bunke [18] applied symmetry detection in
polyhedra for object recognition. Kazhdan et al. developed methods of matching
3D shape using reflectively symmetric feature descriptors [19] and rotationally
symmetric descriptors [20].

In this paper, we focus on determining bilateral symmetry planes (BSPs),
BSP axes, and 3D aspect ratios for more robust and semantically meaningful
normalization and alignment of 3D objects. The objects are represented as point-
and-mesh models, and the object points need not be uniformly distributed over
their surfaces. Indeed, many of our test objects are composed of highly non-
uniformly distributed points.

Principal Component Analysis (PCA) is a well-known method for computing
the principal axes of an object and the spread of points along the axes. It is the
standard method for normalizing 3D objects’ orientation. However, the principal
axes obtained by PCA are sensitive to the distributions of points on the objects.
Differences in point distributions between two objects of similar shape can cause
their orientations to be misaligned [1]. This problem is most serious for objects
that are not exactly bilaterally symmetric (Fig. 1). Moreover, the variances of the
points along the PCA axes (i.e., the eigenvalues) are sensitive to non-uniformity
of point distributions. Two objects with the same extents but different point
distributions can have different variances (Fig. 2) As a result, the eigenvalues
cannot be used as good estimates of the object’s 3D aspect ratios.
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(a) (b)

Fig. 1. PCA misalignment. Spider b is not exactly bilaterally symmetric, causing its
PCA axes (black lines) to be misaligned with those of spider a. However, their computed
BSPs are well aligned. Left and right sides of BSPs are denoted by different colors.

(a) (b) (c) (d)

Fig. 2. MBB misalignment. Airplanes a and c have different 3D aspect ratios. (b, d)
Their first PCA axes (with the largest eigenvalues, horizontal black lines) are aligned
with the BSPs but their MBBs (green boxes) are not.

The minimum volume bounding box (MBB) algorithm developed in [8] is less
sensitive to the overall distribution of the points on the objects but is very sensi-
tive to the positions of the points furthest from the objects’ centroid. Typically,
the objects’ MBBs are not aligned with their BSPs (Fig. 2). However, it can
compute the extents of the objects even if the point distributions are not uni-
form. So, MBB widths can be good estimates of the objects’ 3D aspect ratios if
MBB axes are aligned with the BSPs.

3 Bilateral Symmetry Plane

3.1 Computing BSP

For objects that are rotationally symmetric, such as a ball and an orange, each
of the multiple rotational symmetry planes is a bilateral symmetry plane (BSP).
However, for most natural and man-made objects with bilateral symmetry, they
have only one BSP each (Figs. 1, 2, 5). To compute an object’s BSP, we use the
fact that each point on the object’s surface has a mirror reflection with respect
to the BSP.
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Fig. 3. Object point p and its mirror reflection p′ with respect to the plane π

A plane π in 3D space can be parameterized by the equation

w · x + w0 = 0 (1)

where w0 and w = (w1, w2, w3) are the parameters of the plane, and x is any
3D point on the plane. Consider any two points x1 and x2 lying on the plane.
From Eq. 1, we obtain

w · (x2 − x1) = 0 (2)

which means that w is normal to the plane. Thus, the plane’s unit normal vector
u is given by w/‖w‖. The perpendicular distance ρ of the plane from the origin
is given by u · x for any point x on the plane. That is, ρ = −w0/‖w‖.

Now, consider a point p on the object’s surface. From Fig. 3, it is obvious
that the perpendicular distance of p from a plane π, denoted as ρ(p), is

ρ(p) = p · u− ρ . (3)

Then, the ideal mirror reflection p′ of p with respect to the plane π is (Fig. 3):

p′ = p − 2 ρ(p)u . (4)

In practice, a 3D object is typically represented as a point-and-mesh model,
which consists of a sparse set S of points on the 3D object’s surface. So, for a
point pi ∈ S, its ideal mirror reflection p′

i may not be in S. Let f denote the
closest-point function and f(p′

i) denote a point in S closest to p′
i. That is, f(p′

i)
is the closest approximation to p′

i. Then, the mean-squared error E between all
p′

i ∈ S and its closest approximation f(p′
i) is:

E(θ) =
∑
pi∈S

‖p′
i − f(p′

i)‖2 =
∑
pi∈S

‖pi − 2 ρ(pi)u − f(p′
i)‖2 (5)

where the vector θ = (w0, w1, w2, w3). Therefore, the problem of computing
the bilateral symmetry plane is to find the plane π, parameterized by θ, that
minimizes the error E(θ).
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The algorithm for computing an object’s BSP can be summarized as follows:

Compute BSP

1. Compute the three PCA axes (i.e., eigenvectors) of the object, and the three
PCA planes normal to these axes.

2. Set the PCA plane with the smallest error E as the seed plane.
3. Rotate the seed plane in all three rotation angles by increments of δ to

generate initial planes ωj .
4. For each initial plane ωj ,

perform gradient descent to obtain locally optimal BSP πj and its error Ej .
5. Return the plane πk with the smallest error Ek.

Given a sufficiently small δ, the above algorithm can find the globally optimal
estimate of the object’s BSP. In the tests, δ = 22.5◦ is used. This algorithm
can also use MBB axes to obtain the seed plane. However, our tests show that
initializing with PCA is more robust than initializing with MBB because the
objects’ BSPs tend to be closer to PCA planes than MBB planes (Section 4).

3.2 BSP-Based Object Normalization

Orientation alignment based on BSP offers an approach that can take into ac-
count the semantics of the object parts, such as head, body, legs, etc. We define
the first BSP axis as the vector in BSP with the largest dispersion of points. This
definition is analogous to that of PCA axis. The second BSP axis is the vector
in BSP perpendicular to the first BSP axis. The third BSP axis is naturally the
vector normal to BSP.

Based on the above definition, we can compute the BSP axes as follows:

Compute BSP Axes and Extents

1. Project 3D points on an object to its BSP.
2. Apply 2D PCA on the projected points and obtain principal axes in BSP.
3. Measure the extents (i.e., the distances between the furthest points) of the

object along the two principal axes in BSP. The axis with a larger extent is
defined as the first BSP axis, and the other one is the second BSP axis.

4. BSP’s normal vector is defined as the third BSP axis. The extent along this
axis is also computed.

5. The extents along the three BSP axes define the object’s 3D aspect ratio.

In the third step, PCA eigenvalues should not be used as measures of the object’s
extents because they are sensitive to non-uniform distribution of points.

Similar to PCA axes, the BSP axes for different objects may be pointing
in opposite directions even though their orientations are the same. A common
technique of handling this problem is to reflect the principal axes before matching
the objects [4]. With three principal axes, there are altogether eight reflected
versions to be compared. The reflection with the smallest matching error would
be the one with the semantically matching axis directions.
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BSP-based normalization is performed by translating the objects centroids’
to the origin of the 3D coordinate frame, aligning the objects’ BSP axes, and
normalizing their 3D aspect ratios to a standardized 3D aspect ratio according
to their BSP extents. In case this method distorts the shapes of some objects
too significantly, an alternative is to group objects into categories according to
some criterion such as difference in aspect ratios, semantic class, etc., and scale
the objects in each category to a different standardized 3D aspect ratio that
minimizes shape distortion.

4 Experiments

The test set contains 1602 objects some of which are exactly bilaterally symmet-
ric while the others are roughly bilaterally symmetric. This test set is compiled
by combining 512 aircrafts in the Utrecht database [21] and 1090 objects in the
Princeton database [22]. The Utrecht database contains 6 categories of aircrafts
whereas the Princeton database contains about 50 categories of objects. Highly
non-bilaterally symmetric objects in the Princeton database are excluded.

Two sets of tests were conducted to assess the performance of the algo-
rithm for computing BSPs and BSP-based object normalization and alignment.
The implementation of the MBB algorithm was downloaded from the web site
valis.cs.uiuc.edu/~sariel/research/papers/98/bbox.html.

4.1 Test on BSP Computation

For this test, the following normalized error E′ was computed for the estimated
BSP θ of each object S:

E′(θ) =
1

|S| v
∑
pi∈S

‖p′
i − f(p′

i)‖ (6)

where v is the variance of the points pi from the object’s centroid. This normal-
ized error is independent of the number of points and the size of the objects,
and so can be compared among the objects.

The algorithm for computing BSP was performed on all 1602 objects. It suc-
cessfully computed the BSPs of 1589 (99.2%) objects. Among the successful
cases, the computed BSPs of 487 (30.7%) bilaterally symmetric objects are prac-
tically exact, with E′ ≤ 0.00001 (Fig. 4). A total of 1348 objects (84.8%) with
bilateral symmetry and approximate bilateral symmetry have errors E′ ≤ 0.03.
For the other 241 (15.2%) successful cases, the computed BSPs have various
amounts of error ranging from 0.03 to greater than 0.1. Sample results are shown
in Fig. 5. For objects that are bilaterally symmetric (rows 1, 2), exact BSPs are
found. For objects that are roughly bilaterally symmetric (row 3), the best fit-
ting BSPs are computed. Therefore, the error E′ is well correlated to the degree
of bilateral symmetry of the test objects.

For the 13 (0.8%) failure cases (Fig. 5, row 4), all their errors are greater than
0.03, and 53.9% of them are greater than 0.1. The computed BSPs are all larger
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Fig. 4. Frequency distribution of the errors of computed BSPs of test objects

Table 1. Percentages of PCA and MBB planes nearest to test objects’ BSPs

1st 2nd 3rd
PCA 13.4% 61.7% 19.9%
MBB 31.1% 46.1% 22.8%

than 30◦ from the desired BSPs. The main reason of the failure is that these
objects are not exactly bilaterally symmetric and there are very few points on
them. In some cases, one or two outliers (i.e., points without mirror reflections
and lying at large distances from the objects’ centroids) are enough to severely
tilt the orientation of the computed BSP. One method of solving this problem
is to apply a robust method to exclude outliers while computing the BSP.

As discussed in Section 1, an object has three PCA planes and three MBB
planes. Table 1 tabulates the percentage of PCA/MBB planes that are nearest, in
terms of 3D orientation, to the computed BSPs of the test objects. It shows that
most of the objects’ BSPs are nearest to the second PCA plane (the plane normal
to the second PCA axis). This is expected because most objects’ second PCA
axes run across their bodies in the left-right direction normal to their BSPs.
Nevertheless, there are many other objects whose BSPs are nearest to other
PCA/MBB planes. These results show that PCA and MBB, by themselves, are
not able to determine the correct BSPs in general.

Figure 6 plots the frequency distribution of the angular difference between an
object’s BSP and its nearest PCA/MBB plane. 69.6% of the objects have BSPs
exactly aligned with their nearest PCA planes (i.e., 0◦ difference). On the other
hand, only 1.2% of the objects have BSPs exactly aligned with their nearest
MBB planes. Most (30.7%) of the objects’ BSPs are, in fact, more than 20◦ off
the nearest MBB planes. This test result shows that it is better to use PCA
planes to initialize the algorithm for computing BSP (Section 3.1).
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Fig. 5. Sample BSP results. (Rows 1–3) Successful cases: (Rows 1, 2) Bilaterally sym-
metric objects, (Row 3) Approximately bilaterally symmetric objects. (Row 4) Failure
cases. Left and right sides of BSPs are denoted by different colors.

4.2 Test on BSP-Based Normalization

Four types of normalization methods were compared:

1. PCA with uniform scaling (PCA):
Normalize objects’ centroids, PCA axes, and variance of points. This is the
standard normalization method and serves as the base case.

2. PCA with 3D aspect ratio normalization (PCA3):
Normalize objects’ centroids, PCA axes, and 3D aspect ratio estimated by
PCA eigenvalues.

3. MBB:
Normalize MBB centroid, MBB axes, and MBB extents.

4. BSP:
Normalize object’s centroid, BSP axes, and BSP extents.
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Fig. 7. Comparison of normalization methods. (a) PCA with uniform scaling, (b) PCA
with normalization of 3D aspect ratio, (c) MBB, (d) BSP.
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Figure 7 illustrates the difference between the various normalization methods.
In many cases, both PCA and PCA3 can align the objects’ principal axes well
(Fig. 7(a, b), rows 1–3). But, sometimes, they give the wrong orientation align-
ment (Fig. 7(a, b), row 4). They are unable to normalize the 3D aspect ratios
well enough to achieve semantically meaningful alignment of the object parts
due to PCA’s sensitivity to point distributions (Fig. 7(a, b), rows 2–4).

MBB can normalize the 3D aspect ratios relatively well. But, a slight difference
in the lengths and widths of the objects can cause the orientation alignment to
be off by as much as 90◦ (Fig. 7(c), rows 1–3). On the other hand, our BSP-
based method consistently normalizes and aligns the objects well (Fig. 7(d)). In
particular, semantically equivalent parts, such as heads, bodies, legs, wings, and
tails, of different objects are correctly aligned.

5 Conclusions

This paper presented a method for computing 3D objects’ bilateral symmetry
planes (BSPs) and BSP axes and extents, and a method for normalizing and
aligning 3D objects based on BSP axes and extents. The algorithm success-
fully computed the BSPs of 99.2% of the test objects. For exactly bilaterally
symmetric objects, the exact BSPs are found. For roughly bilaterally symmet-
ric objects, the best fitting BSPs are computed. Compared with normalization
methods based on PCA and minimum volume bounding box, our method based
on BSP can normalize and align similar objects in the same category in a se-
mantically meaningful manner, such as aligning the objects’ heads, bodies, legs,
etc. Better normalization and alignment of objects are expected to improve the
performance of shape matching and retrieval algorithms of 3D objects.
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Abstract. In this paper, we present the extraction method of anatomic structures 
from volumetric medical images using the level set segmentation method. The 
segmentation step using the level set method consists of two kinds of processes 
which are a pre-processing stage for initialization and the final segmentation 
stage. In the initial segmentation stage, to construct an initial deformable 
surface, we extract the two dimensional boundary of relevant objects from each 
slice image consisting of the medical volume dataset and then successively 
stack the resulting boundary. Here we adopt the statistical clustering technique 
consisting of the Gaussian mixture model (GMM) and the Deterministic 
Annealing Expectation Maximization (DAEM) algorithm to segment the 
boundary of objects from each slice image. Next, we use the surface evolution 
framework based on the geometric variation principle to achieve the final 
segmentation. This approach handles topological changes of the deformable 
surface using geometric integral measures and the level set theory. These 
integral measures contain the alignment term, a minimal variance term, and the 
mean curvature term. By using the level set method with a new defined speed 
function derived from geometric integral measures, the accurate deformable 
surface can be extracted from the medical volumetric dataset. And we also use 
the Fast Matching Method that can reduce largely the computing time required 
to deform the 3D object model. Finally, we use the marching cubes algorithm to 
visualize the extracted deformable models. The experimental results show that 
our proposed method can exactly extract and visualize the human organs from 
the CT volume images.  

1   Introduction 

Medical image processing has revolutionized the field of medicine by providing novel 
methods to extract and visualize 3D deformable models from medical volumetric 
data, acquired using various acquisition modalities. The extraction of three 
dimensional objects [1] is one of the most important steps in the analysis of the 
preprocessed medical image data, which can help diagnosis, treatment planning as 
well as treatment delivery.  

The deformable process is to move a geometric surface toward the tissue type or 
anatomical structure to be detected. However, owing to the noise corruption and 
sampling artifacts of medical images, classical 3D segmentation techniques such as 
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the snake model may cause considerable problems. To address these difficulties, 
deformable models have been extensively studied and widely used in medical image 
segmentation with promising results. The deformable models are curves or surfaces 
defined within an image domain that can move under the influence of internal forces 
which are defined within the curve or surface itself, and external forces which are 
computed from the image data. The internal forces are designed to keep the model 
smooth during deformation. The external forces are defined to move the model 
toward an object boundary or other desired features within an image. By restricting 
extracted boundaries to be smooth and incorporating other prior information about the 
object shape, deformable models offer robustness to both image noise and boundary 
gaps and allow integrating boundary elements into a coherent and consistent 
mathematical description.  

We are considering the segmentation of the volume dataset using geometric 
deformable models which are based on evolution theory and level set methods [1]. 
The evolution theory is to study the deformation process of curves or surfaces using 
only geometric measures such as the unit normal and curvature. The level set method 
is a mathematical tool for implementing the evolution theory. This method is used to 
account for automatic topology adaptation [1, 2], and it also provides the basis for a 
numerical scheme that is used by geometric deformable models. The curves or 
surfaces in the level set theory are represented implicitly as a level set of a scalar 
volume function which is usually defined on the range of the surface model. 

Our segmentation framework consists of two stages, namely, a preprocessing 
technique for initialization and a level set segmentation process for the final 
segmentation. First, to obtain the proper initial segmentation, we extract the two 
dimensional boundary of relevant objects from each slice image consisting the 
medical volume dataset and then we successively stack the resulting boundary. Here 
we adopt the statistical clustering technique consisting of GMM and DAEM 
algorithm to segment the boundary of objects at each slice image. Second, we use the 
surface evolution framework based on geometric variation principle to achieve the 
final segmentation. This approach handles topological changes of the deformable 
surface using geometric integral measures and level set theory. This method contains 
three terms that are called the smoothing term, the alignment term and the minimal 
variance term.  

The outline of this paper is given as follows. In this Section, we describe the 
general concept of 3D deformable model construction on the medical volumetric 
dataset. In Section 2, we propose a procedure how to obtain the initial segmentation 
using a statistical clustering method. And also we consider several measures that can 
be applied to the surface extraction from volume data, and we think about the problem 
to conduct the final segmentation combing these measures and the level set theory. In 
Section 3 we present the experimental results obtained by our algorithm and our 
conclusions are followed in Section 4. 

2   Segmentation Framework  

Recently, one method of extracting a deformable surface from a volumetric image is 
very often to use the level set approach. This approach is based on the theory of 
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surface evolution and geometric flow. The level set segmentation process has two 
major stages shown in Figure 1, initialization and level set surface deformation. Each 
stage is equally important for generating a correct segmentation. 

·

·
·

·
·
·
·  

Fig. 1. Level set segmentation procedure 

2.1   Initialization of Deformable Surface  

Since the deformable model constructed by the level set process moves generally 
using gradient descent, it seeks local solutions, and therefore the results are strongly 
dependent on the initial values. Thus, we control the nature of the solution by 
specifying an initial model from which the deformation process proceeds. One of a 
various approach for extracting an initial surface model from the volumetric images 
data is to first extract two dimensional contours from each relevant image slice and 
then successively stack the resulting two dimensional contours together to form a 
surface model. Here we use a novel method for initial segmentation of each slice 
image called the Deterministic Annealing EM segmentation. This method 
incorporates GMM into DAEM algorithms.   

First, we suppose that each slice image consists of a set of disjoint pixels labeled 1 
to N , and that it is composed by the K distinct objects or classes. And we let iy , 

Ni ,,1=  denote the gray values observed from i th pixel. Furthermore, we let 

N,, Z⋅⋅⋅1  denote the class indicator vectors for each pixel, where the k th element 

ikz  of iZ  is taken to be one or zero according to the case in which the i th pixel does 

or does not belong to the k th cluster. Then, the joint probability model for the given 
image can be represent the following form as 

∏∏
= =

=Θ
K

k

N

i

z
kkikNN

ikyyyp
1 1

11 )),;((),|,,;,,( σμφπzz ,                    (1) 

Here, in order to use this model for image segmentation, we need to determine the 
new technique that can be used to obtain the globally optimal estimators for parameter 
using in GMM. Now, we will use the deterministic annealing Expectation 
Maximization technique. This algorithm usually processes in the following manner.  
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Specifically, it starts with initial values 0β  for the temperature parameter β  and 

),( )0((0)  for the parameter vector and the prior probabilities  for the tissue 

classification and then we first generate iteratively successive estimates ),( )((t) t  

at the given value β  by applying the following Annealing E step and M step, for 
,2,1=t  and next we repeat the Annealing EM step as we increase the value of 

temperature β . 

DA-E-Step: Here, introducing an annealing parameter β , we consider the following 
objective function: 
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The solution of the minimization problem associated with the generalized free energy 

in ),( )(
z

tPϑ  with respect to probability distribution );(zp  with a fixed parameter 

 is the following Gibbs distribution: 
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Hence we can obtain a new posterior distribution, ) y, |z(βp parameterized by β . 

So, using a new posterior distribution ) y, |(zβp , we can obtain the conditional 

expectation of the hidden variable ikZ  given the observed feature data as follows. 

This is the posterior probability where the i -th pixel belongs to the k -th cluster. 
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DA-M-Step: Next, we should find the minimum of ),( )(
z

tPϑ  with respect to  

with fixed posterior distribution )y,|(zβp . It means finding the estimates 

)(t that minimize ),( )(
z

tPϑ . Since the second term on the right hand side of the 

generalized free energy in Equation (1) is independent of , we should find the 
value of   minimizing the first term 

))(),|(log()( )(
z

zz pypEQ tp
Θ−=β .                         (5) 

From a minimizing trial, we can obtain the following estimators of mixing 
proportions, the component mean and the variance.  

Finally, we can segment each slice image using the posterior probability obtained 
from the DAEM algorithm. Suppose that a given image consists of a set of the  
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K  distinct objects or clusters KCC ,,1 . We usually segment an image to assign each 

pixel to the cluster with maximum posterior probability. To do this, we try to find 
what cluster has the maximum value among the estimated posterior probabilities 
obtained by using the DAEM algorithm. This is defined as  

Niyz i
t

kKki ,,1,)(maxargˆ )(
1 == ≤≤ τ .                            (6) 

Then, we can segment a given slice image using the manner as assigning the i -th 

pixel to the iẑ -th cluster zC ˆ  having the maximum posterior probability. 

2.2   Segmentation of Deformable Surface Using Level Set Method 

2.2.1   Representing Deformable Surface with Volumetric Function  
When considering a deformable model for segmenting 3D volume data, one option is 
an implicit level set model. This method specifies a surface S  as a level set of a scalar 
volumetric function  

ℜ→U:φ , 

where 3ℜ⊂U is the range of the surface model. Thus, a surface S can be expressed 
as the following level set:  

})(|{ kS == uu φ .                                                     (7) 

In other words, S is the set of points that composes the k isosurface of φ . Then, 
one approach to defining a deformable surface from a level set of a volumetric 
function is to consider that the volumetric function dynamically changes in time. It 
can mathematically express as  

kt =),(uφ .                                                               (8) 

So, our model is based on geometric active surfaces that evolve according to 
geometric partial differential equations until they stop at the boundaries of the objects. 
Suppose the geometric surface evolution equation is given by 

nF
t

S
St =

∂
∂= ,                                                       (9) 

where F is any speed quantity that does not depend on a specific choice of 
parameterization. Then, its implicit level set evolution equation that tracks the 
evolving surface is given by  

|| φφφ ∇=
∂
∂= F

tt .                                               (10) 

In this case, we will take the speed function F as a weighted sum of three integral 
measures. Hence, to introduce geometric integral measures, we will consider two 
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types of functional measures that are related via the Green theorem. The first 
functional is defined along the surface by the general form of  

  =
1 2

0 0

)),(()(
L L

drdssrSgSE .                                       (11) 

The second one integrates the value of the volume function ),,( zyxf  inside the 
surface, and is usually referred to as a volume based measure, 

Ω

=
S

dxdydzzyxfSE ),,()( ,                                    (12) 

where sΩ  is the volume inside the surface S . Formally, we search for the optimal 

planar surface that maximize the integral measure such as 

)(maxarg SES
S

= .                                              (13) 

2.2.2   Geometric Alignment Measure  
First, we would like to propagate an initial surface S  that would stop as close as 
possible to an object’s boundaries given medical volume images. For this end, we use 
the geometric functional that is expressed by an inner product between the volume 
image gradient and the surface normal. The reasonable motivation is that in many 
cases, the gradient direction is a good estimator for the orientation of the evolving 
surface. The inner product gets high values if the surface normal aligns with the 
image gradient direction.  

First, we consider that a 3D gray level image is given as a function  

+ℜ→UzyxI :),,( , 

where 3ℜ⊂U  is the image domain. One of geometric functional measures is the 
robust alignment term. This is the absolute value of the inner product between the 
image gradient and the surface normal. 

It is given by 

>∇<=
1 2
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Here, our goal would be to find curves that maximize this geometric functional. Then, 
the Euler Lagrange equation gives us the following first variation, 
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where 
zzyyxx IIII ++=Δ is the image Laplacian.  
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2.2.3   Minimal Variance Measure  
The second geometric functional measure is a minimal variation criterion which was 
proposed by Vese and Chan [7]. It penalizes lack of homogeneity inside and outside 
the evolving surface. This functional measure is given by 
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where S is the surface separating the two regions, SΩ is the interior of the surface, 

and SΩΩ / is the exterior of the surface. Here, this measure will have induced the 

optimal surface that can best separate the interior and the exterior respectively of the 
evolving surface.  

In the optimal process we look for the best separating surface as well as for the 

optimal expected values 1c  and 2c . Then, the first variation minimizing this 
functional is given as the mean intensity values of the image in the interior and 
exterior respectively of the surface S . So, the first variation equation is  
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2.2.4   Geodesic Active Surface  
One of the functionals related with these measures is known as the geodesic active 
surface model. This model was introduced in Caselles, Kimmel and Sapiro [4] as a 
geometric alternative for the snakes. The model is derived by a variation principle 
from a geometric measure and it is defined by 
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If the function ),,( zyxg is given like as )|),,(|1/(1),,( 2zyxIzyxg ∇+= , 
then it is an integration of an inverse edge indicator function along the surface. The 
search would be for a surface along which the inverse edge indicator gets the smallest 
possible values. That is, we would like to find the surface S that minimizes this 
functional.  

The geodesic active surface usually serves as a good regularization term in noisy 
image. The Euler Lagrange equation known as gradient descent process is given by 
the following evolution equation  
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Here, κ  is the mean curvature of the surface.  
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2.2.5   The Proposed Measure for Active Surface 
In general, the speed term F represents the speed of the evolving surface in the 
direction of the normal to the surface. Here we will use the speed function in the 
evolving surface as a weighted sum of three geometric functional measures. It is 
given as  

.)2/)()((

),(),(

2112 ccIcc

IIsignggF

+−−+
Δ⋅>∇<+>∇<−=

β
κα nn

                 (20) 

So, the corresponding level set formulation of our surface evolution is  
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Finally, for the solution of the partial differential equation to be both consistent and 
stable, it should be guaranteed that the small error in the approximation is not 
amplified as the solution is marched forward in time. That is, the stability of solution 
can be preserved by using the Courant-Friedreichs-Lewy (CFL) condition, which 
asserts that the numerical curves or surfaces should move at least in one grid cell at 
each time step. This gives us the CFL time step restriction of  
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3   Experimental Results  

To assess the performance of the level set procedure, we have conducted the 
experiment on the 3D volumetric dataset which consists of 2D slices by successively 
stacking one on top of the other. Fig. 2(a) shows one slice of 512x512x335 original  

 

     
                                           (a)                                                         (b) 

Fig. 2. 2D lung CT image: (a) one slice of a 512x512x335 original lung CT image, (b) the 
segmented lung region 
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lung CT images and Fig. 2(b) shows the lung region obtained by applying the DAEM 
segmentation method to the original CT image in Fig. 2(a). Then the volumetric 
image is produced by stacking the original CT images, being the interior of the 
segmented lung region, and it is used as the initial model for the level set 
segmentation. 

To display the three-dimensional volume datasets visibly, we have developed the 
deformable surface visualization technique. Here we used the Marching Cubes 
algorithm to create a surface by generating a set of three-dimensional triangles, each 
of which is an approximation to a piece of the iso-surface. Fig. 3(a) shows the 3D 
rendering result of the lung surface. Note that the lung surface is well visualized with 
smoothed surface. The 3D level set procedure is applied to the volumetric image with 
initial surfaces of two small balloons being located individually on either side of the 
lung region. We can observe that the anatomical object is well rendered after being 
extracted from the volumetric image as shown in Fig. 3(b).  

    
                                   (a)                                                                        (b) 

Fig. 3. 3D rendering result: (a) lung surface, (b) anatomic objects 

In this image the blood vessels are well visualized and an object in a mass being 
suspected as a pulmonary tumor is also noted in the left upper end of the blood 
vessels. Fig. 4 shows the partly zoomed result of the location of the suspicious tumor 
and the corresponding tumor location is depicted as the circle on the 2D lung slice in 
Fig. 2(b). 

 

    
                                   (a)                                                                          (b) 

Fig. 4. Partly zoomed result of Fig. 3(b): (a) same view point, (b) other view point 
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4   Conclusion  

In this paper, we have presented the extraction method of anatomic structures from 
volumetric medical images using the level set segmentation method. The 
segmentation procedure consists of a pre-processing stage for initialization and the 
final segmentation stage. In the initial segmentation stage, we have adopted the 
statistical clustering technique consisting of GMM and DAEM algorithms to segment 
the boundary of objects from each slice image. Next, we have used the surface 
evolution framework based on the geometric variation principle to achieve the final 
segmentation. This approach handles topological changes of the deformable surface 
using geometric integral measures and the level set theory. Finally, we have shown 
the 3D rendering results of the extracted anatomical objects by employing the 
marching cubes algorithm. The experimental results show that our proposed method 
can extract the anatomical objects from the CT volumetric images in an exact manner 
and visualize them for detail analysis. 
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Abstract. With the increasing of medical images that are routinely ac-
quired in clinical practice, automatic medical image classification has
become an important research topic recently. In this paper, we propose
an efficient medical image classification algorithm, which works by map-
ping local image patches to multi-resolution histograms built both in
feature space and image space and then matching sets of features though
weighted histogram intersection. The matching produces a kernel func-
tion that satisfies Mercer’s condition, and a multi-class SVM classifier
is then applied to classify the images. The dual-space pyramid match-
ing scheme explores not only the distribution of local features in feature
space but also their spatial layout in the images. Therefore, more accu-
rate implicit correspondence is built between feature sets. We evaluate
the proposed algorithm on the dataset for the automatic medical image
annotation task of ImageCLEFmed 2005. It outperforms the best result
of the campaign as well as the pyramid matchings that only perform in
single space.

1 Introduction

Due to the rapid development of biomedical informatics, medical images have
become an indispensable investigation tool for medical diagnosis and therapy.
A single average size radiology department may produce tens of tera-bytes of
data annually. The ever-increasing amount of digitally produced images require
efficient methods to archive and access this data. One of the most important
issues is to categorize medical images, which is a prerequisite to subsequent pro-
cessing steps since it allows content-specific selection of appropriate filters or
algorithmic parameters [1]. Manual classification of images is time-consuming.
Besides, since annotating medical images can only be done by doctors with spe-
cial expertise, manual classification of medical images should be more expensive
than in other image classification problems. Therefore, automatic classification
techniques become imperative for a variety of medical systems.
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Recently, a class of local descriptor based methods, which represent an image
with an collection of local photometric descriptors, have demonstrated impressive
level of performance for object recognition and classification. And this kinds of
algorithms have also been explored for medical image classification, considering
that most information in medical images is local [1]. Unlike global features,
local features are always unordered. Different images are represented by different
number of local descriptors and the correspondence between the features across
different images is unknown. Therefore, it is challenging to apply this kind of
representation to discriminative learning, which usually operates on fixed-length
vector inputs. Many recent works have devoted to leverage the power of both
local descriptor and discriminative learning [2][3][4].

In this work we propose a dual-space pyramid matching kernel for medical im-
age classification, which is inspired by Grauman and Lazebnik’s works [2][3][4].
The pyramid match kernel proposed by Grauman and Darrell [2][3] performs
multi-resolution matching of local features through weighted histogram intersec-
tion. The matching is conducted in feature space and the information about the
spatial layout of the features is discarded. Lazebnik’s spatial pyramid matching
[4], on the other hand, considers rough geometric correspondence between local
descriptors and constructs pyramid in image space. However, it loses the multi-
level scalability in feature space. Our algorithm integrates these two algorithms
in a systematic way: it embeds feature space pyramid matching in multi-level
image pyramid, and therefore builds more accurate implicit correspondence be-
tween feature sets. We evaluate our algorithm on the dataset for the automatic
medical image annotation task of ImageCLEFmed 2005 [6]. It outperforms the
best result of the campaign as well as Grauman and Lazebnik’s single space
pyramid matchings.

The rest of this paper is organized as follows. In Sect.2, we introduce some
related works on medical image classification. In Sect.3, we describe the original
formulation of pyramid matching in feature space. The spatial pyramid match-
ing and the proposed dual-space pyramid matching algorithm are presented in
Sect.4. We report the experiment results in Sect.5. Finally, we conclude in Sect.6.

2 Related Works

While most previous experiments on medical image classification have been re-
stricted to a small number of categories, a great effort has recently been made
to evaluate this task on a larger dataset with more predefined categories. Image-
CLEF, which conducts evaluation of cross-language image retrieval, has come
up with an automatic medical image annotation task in 2005 [6]. It provided a
dataset (Fig. 1) consisting of 9000 fully classified radiographs, which were taken
randomly from medical routine, for participants to train a classification system.
These images were classified into 57 categories according to image modality,
body orientation, body region and the biological system examined. 1000 addi-
tional radiographs for which classification labels were unavailable to participants
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were used to evaluate the performance of various algorithms. In total, 41 runs
were submitted by 12 groups last year, with error rates ranging from 12.6% to
73.3% [6].

Fig. 1. Example images from the IRMA database[6]

The submission which obtained the minimum error rate applied a two di-
mensional distortion model to the comparison of medical images [7]. The model
matched the local image context of a test image to the best fitting counterpart
in a training image. The distance between two images was the accumulation
of the differences between the matched pairs. Deselaers et al. [8] used an ob-
ject recognition and classification approach to classify the test images. It first
extracted image patches from interest points and clustered them into groups.
Then it trained a discriminative log-linear model for the histograms of the im-
age patches. Similarly, Marée et al. [9] extracted square sub-windows of random
sizes at random positions from training images and then built an ensemble of de-
cision trees upon them. The performances of these two methods were almost the
same and were approximate to the best one. However, neither of them considered
the geometrical relation between the extracted patches, which was valuable for
medical image classification. Some other runs used global features, such as tex-
ture, edge and shape features, to describe medical images. Their performances
were not as good as the previous ones[6].

3 Feature Space Pyramid Matching

The pyramid matching proposed by Grauman and Darrell [2] works by map-
ping the feature vectors to multi-resolution histograms and then compare the
histograms with weighted sum of histogram intersection. To build the multi-
resolution histograms, it doubles the number of bins along each dimension of the
feature space iteratively, which results in a sequence of increasingly finer grids
that are uniformly shaped over feature space (Fig. 2(a)). The idea is simple and
intuitive. However, it fails to capture the structure of the feature space as fea-
ture vectors are usually distributed non-uniformly. A more reasonable way to
build the multi-resolution histograms is through hierarchical clustering, which
would be more consistent with the underlying feature distribution. Following the
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Fig. 2. Two ways to partition the 2-dimensional feature space [3]

idea of “vocabulary tree” proposed by Nistér and Stewénius [10], more flexible
multi-resolution histograms can be constructed (Fig. 2(b)) [3].

A subset of feature vectors are randomly selected from training images to
learn the hierarchical clusters. We use hierarchical GCS (Growing Cell Structure)
neural network [11], which is able to detect high dimensional patterns with any
probability distribution and is a high speed algorithm, to build the hierarchical
structure. Other hierarchial clustering algorithms are also possible and do not
change the overall scheme.

First, c initial cells are learned from the selected training feature vectors. They
constitute the top level clusters of the hierarchical structure. The training fea-
tures are partitioned into c groups by mapping each feature vector to the best
matching cell. Then we recursively apply GCS to each group of feature vectors,
i.e. partition the vectors belonging to the same group into k sub-groups, where
k is a branching factor (number of children of each node). This process repeats
LF − 1 times, producing a tree with LF levels (the superscript F indicates “fea-
ture space”). The first level contains c nodes and level l, l = 2, . . . , LF , contains
ck(l−1) nodes. Each level will later produce a histogram whose dimension is the
number of nodes at that level.

Once we have built the cluster hierarchy, we can map feature vectors to it. A
vector is first mapped to the best matching cell at the top level of the tree, then
it is assigned to the closest subcell among the children of the matched cell. This
process repeats recursively and propagates the feature vector from the the root
to the leaf of the tree. The path down the tree can be recorded by LF integers
(LF -dimensional path-vector) that indicate which node is chosen at each level of
the tree. After a set of feature vectors have been mapped to the cluster hierarchy,
we can build the multi-resolution histograms, i.e. the pyramid in feature space,
by counting the number of feature vectors belonging to each node of the tree.

Let X and Y be two sets of vectors in feature space. Their histograms at level
l are denoted by H l

X and H l
Y with H l

X(i) and H l
Y (i) indicating the number of

feature vectors from X and Y that fall into the ith bin of the histograms. The
number of features that match in the ith bin at level l is given by the “overlap”
between the two bins [2]:

M (
H l

X(i), H l
Y (i)

)
= min

(
H l

X(i), H l
Y (i)

)
. (1)
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Due to the hierarchical character of the clusters, matches found in the ith bin
at level l also include all the matches found in its child bins at the finer level
l + 1. Therefore, the number of new matches is given by

N (
H l

X(i), H l
Y (i)

)
= M (

H l
X(i), H l

Y (i)
)− k∑

j=1

M (
cj

(
H l

X(i)
)
, cj

(
H l

Y (i)
))

,

(2)
where cj

(
H l

X(i)
)

and cj

(
H l

Y (i)
)

denote the number of feature vectors that fall
into the jth child bins of H l

X(i) and H l
Y (i) respectively [3].

The similarity between X and Y is defined as the weighted sum of the number
of new matches found at each level of the pyramid [2][3]:

KF(X,Y )=
LF∑
l=1

ck(l−1)∑
i=1

qF
liN

(
H l

X(i), H l
Y (i)

)

=
LF∑
l=1

ck(l−1)∑
i=1

qF
li

⎛
⎝M (

H l
X(i), H l

Y (i)
)− k∑

j=1

M (
cj

(
H l

X(i)
)
, cj

(
H l

Y (i)
))⎞⎠

=
LF∑
l=1

ck(l−1)∑
i=1

(qF
li − pF

li )M
(
H l

X(i), H l
Y (i)

)

=
LF∑
l=1

ck(l−1)∑
i=1

wF
liM

(
H l

X(i), H l
Y (i)

)
, (3)

where qF
li refers to the weight associated with the ith bin at level l and pF

li refers
to the weight for the parent bin of that node. Let wF

li = qF
li − pF

li .
Intuitively, matches found in smaller bins are weighted more than those found

in larger bins, because the matched pais in smaller bins are more likely to be
similar. Besides, in order to make the similarity measure KF (X, Y ) eligible for
kernel-based discriminative learning, it must be a positive semi-definite kernel
(Mercer kernel). Since the min operation is positive-definite, and since Mercer
kernels are closed under addition and scaling by a positive constant [12], we
require that qF

li ≥ pF
li or the weight of every child bin should be greater than

that of its parent bin. We follow the weighting scheme adopted by the origi-
nal pyramid matching [2] and set the weights for the bins at level l as 2l−LF

(qF
li = 2l−LF

), l = 1, 2, . . . , LF . So we have

wF
li =

{
2l−LF

l = 1
2l−LF−1 l > 1

. (4)

Although it might be more reasonable to set the weight inversely proportional to
the diameter of the bin, i.e. the maximal pairwise distance between the vectors
in that cell [3], it is time-consuming to calculate the diameters when the training
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feature set is large, and this measure didn’t show any apparent advantage over
the former simple one in our informal experiments.

4 Dual-Space Pyramid Matching

Inspired by Grauman and Garrell’s work [2], Lazebnik et al. [4] advocates to
perform pyramid matching in the two-dimensional image space. They partition
the images into increasingly fine sub-regions, then compute and compare his-
tograms of local features found inside each sub-region (Fig. 3). Through incor-
porating spatial layout of local features into pyramid matching, they achieve
significant performance improvement on scene categorization task. The geo-
metric information of local features is extremely valuable for medical images,
since the objects are always centered in the images and the spatial layouts of
the anatomical structures in the radiographs belonging to the same category
are quite similar. Therefore, we can expect promising results using this spatial
matching scheme. However, in feature space, the spatial matching simply use
non-hierarchical clustering techniques and assume that only features of the same
type can be matched to one another. As a result, the scalable property in feature
space is discarded. The relations between features of different types are missing,
while in feature space pyramid matching, features that are not matched in finer
resolution are possible to be matched in coarser scale. Therefore, it should be
profitable to combine feature space and image space pyramid matching together,
and we regard this unified multi-resolution framework as dual-space pyramid
matching.
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Fig. 3. Toy example of constructing a three-level spatial pyramid. The image has three
types of features, indicated by asterisks, crosses and pounds. At the left side, the image
is subdivided at three different levels of resolution. At the right, the number of features
that fall in each sub-region is counted. The spatial histograms are weighted during
matching [4].

Intuitively, the major improvement of dual-space matching over spatial match-
ing is that it applies hierarchial clustering to the feature vectors in each sub-
region and single-level histogram intersection in feature space is replaced by
pyramid matching. Compared with the feature space matching in Sect.3, the
new scheme extends to perform it in multi-resolution sub-regions. More specifi-
cally, if the height of the pyramid in image space is LI (the superscript I indicates
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“image space”), the dual-space pyramid matching for feature sets X and Y is
given by

KD(X, Y ) =
LI∑

l1=1

4(l1−1)∑
i=1

wI
l1i

LF∑
l2=1

ck(l2−1)∑
j=1

wF
l2jM

(
H l1l2

X (i, j), H l1l2
Y (i, j)

)

=
LI∑

l1=1

4(l1−1)∑
i=1

LF∑
l2=1

ck(l2−1)∑
j=1

wI
l1iw

F
l2jM

(
H l1l2

X (i, j), H l1l2
Y (i, j)

)
, (5)

where wI
l1i refers to the weight for the ith region at level l1 of the spatial pyramid,

and is defined the same as (4). H l1l2
X (i, j) and H l1l2

Y (i, j) indicate the number
of feature vectors from X and Y that fall into the ith region at level l1 of the
spatial pyramid and the jth bin at level l2 of the pyramid in feature space.

For each feature vector, we first obtain its LF -dimensional path-vector in fea-
ture space and the LI -dimensional path-vector in image space, then we could get
the indexes of the LF LI bins it belongs to and increase their counts. Afterwards,
KD could be implemented as a single histogram intersection of “long” vectors
formed by concatenating the histograms of all resolutions in feature space in
all sub-regions of the images. The weight of each bin in the single histogram is
the product of the corresponding weights in the two spaces. Although the index
of the single histogram may be as high as

∑LI

l1=1 4l1−1 × c
∑LF

l2=1 kl2−1, the his-
togram for each image is quite sparse, because the number of non-zero bins is at
most mLF LI , where m is the number of local features extracted from the image
and is far less than the number of clusters in the feature space pyramid. Another
implementation issue is normalization. In order not to favor large feature sets,
which would always yield high similarity due to the intersection operation, we
should normalize the histograms by the total weight of all features in the images
before conducting matching.

5 Experiments

In this section, we examine the effectiveness of the dual-space pyramid match-
ing on medical image classification task. It is evaluated on the dataset for the
automatic medical image annotation task of ImageCLEFmed 2005, using the
same experimental setting, i.e. 9000 medical images that belong to 57 differnet
categories are used for training and 1000 additional images are used to test the
algorithms [6]. Multi-class classification is done with a “one-against-one” SVM
classifier [13] using the dual-space pyramid matching kernel.

Although SIFT descriptor [5] has been proven to work well for common ob-
ject and nature scene recognition, its power to describe radiographs is somewhat
limited. Since the scale and rotation variations in radiographs of the same cat-
egory are small, the SIFT descriptor can not show its advantage of being scale
and rotation invariant for describing radiographs. In previous works, local image
patches have shown pleasant performance for medical image retrieval and classi-
fication [7][8][9]. Therefore, we utilize local image patches as the local features in
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our experiments. Before feature extraction, we resize the images so that the long
sides are 200 pixels and their aspect ratios are maintained. The positions of the
local patches are determined in two ways. Local patches are first extracted from
interest points detected by DoG region detector [5], which are located at local
scale-space maxima of the Difference-of-Gaussian. We also extract local patches
from a uniform grid spaced at 10 × 10 pixels. This dense regular description is
necessary to capture uniform regions that are prevalent in radiographs. We use
11×11 pixel patches in our experiments, i.e. 121-dimension feature vectors. And
about 400 patches are extracted from each image.

We first compare the performance of the pyramid matchings conducted in
different spaces (Table 1). For feature space pyramid matching, we build a three-
level pyramid in feature space with c = 100 and branch factor k = 5. No image
partition is involved in this case, i.e. the matching of local features is conducted
on the whole image. In spatial pyramid matching, the height of the pyramid in
image space is also set to 3. We use the highest level (level 3) of the pyramid
built in feature space to cluster the local features into 2500 cells, and then
perform non-hierarchical matching in each sub-region. The dual-space pyramid
matching is a combination of the previous two methods. Three-level pyramids
are built in both feature space and image space (c = 100 and k = 5 in feature
space). We conduct 10-fold cross-validation on the training set (9000 images
in total) and also examine their performance on the 1000 test images of the
campaign. According to Table 1, the spatial pyramid matching is much more
effective than feature space pyramid matching, which confirms our observation
that the geometric information of the local features is extremely valuable for
medical images. The dual-space pyramid matching successfully combined the
advantages of the other two algorithms and achieved the best performance. It
fully exploited the distribution of local features in both feature space and image
space, and thus built more accurate implicit correspondence between feature sets.

Table 1. Performance comparison of pyramid matching kernels on medical image
classification

Error Rate
Method 10-fold

Cross-Validation
Test Set

Feature Space Pyramid Matching 19.0% 18.2%
Spatial Pyramid Matching 12.4% 12.1%

Dual-Space Pyramid Matching 11.5% 11.2%

We then compare the performance of dual-space pyramid matching with the
results obtained by other groups that participated the evaluation in Image-
CLEFmed 2005 [6]. As shown in Table 2, the dual-space pyramid matching
outperforms the best result of the campaign which applied a two dimensional
distortion model to the comparison of medical images [7]. Deselaers et al.’s dis-
criminative training of log-linear models for image patches obtained the third
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rank [8]. And Marée et at.’s algorithms [9] that were based on ensemble of de-
cision trees and random sub-windows ranked forth and sixth in the list. All
of these algorithms also use local patches to describe the images. The nearest
neighbor classifier that compared the images down-scaled to 32×32 pixels using
Euclidean distance served as the baseline and resulted with 36.8% error rate. The
improvement of the proposed dual-space pyramid matching over other methods
is statistically significant, which demonstrates the effectiveness of this algorithm.

Table 2. Resulting error rate on medical image classification [6]

Rank Method Error Rate

- Dual-Space Pyramid Matching 11.2%
1 1NN+IDM [7] 12.6%
2 1NN+CCF+IDM+Tamura 13.3%
3 Discriminative Patches [8] 13.9%
4 Random Subwindows+Tree Boosting [9] 14.1%
5 MI1 Confidence 14.6%
6 Random Subwindows+Extra-Trees [9] 14.7%
7 Gift 5NN8g 20.6%
...

...
...

28 Nearest Neighbor, 32 × 32, Euclidian 36.8%
...

...
...

42 Texture Directionality 73.3%

6 Conclusions

We have proposed a dual-space pyramid matching kernel that is eligible for dis-
criminative training with sets of local features. It combines the feature space
pyramid matching and spatial pyramid matching in a systematic way. It ex-
plores the distribution of local features in feature space as well as their geo-
metric information in image space. A more accureate implicit correspondence is
built between sets of local features through computing a weighted intersection
of multi-resolution histograms that span two spaces. The algorithm is computa-
tionally efficient since the match requires time linear in the number of features.
We have applied our algorithm to medical image classification and evaluated its
performance on the dataset for the automatic medical image annotation task of
ImageCLEFmed 2005. It outperforms the best result of the campaign as well as
the pyramid matchings that only perform in single space. In our future work, we
plan to conduct more experiments to examine the influence of different parame-
ter settings, which would further reveal the interaction between the matchings in
the two spaces. Although the algorithm is developed for medical image classifica-
tion, it is also applicable to other object recognition and classification problems.
We will evaluate its performance on other datasets later.
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Abstract. We propose a novel feature-based image registration method using 
both the local and global structures of the feature points. To address various 
imaging conditions, we improve the local structure matching method. 
Compared to the conventional feature-based image registration methods, our 
method is robust by guaranteeing the high reliable feature points to be selected 
and used in the registration process. We have successfully applied our method 
to images of different conditions. 

Keywords: Multimedia Content Analysis, Multimedia Signal Processing, 
Image Registration. 

1   Introduction 

Image registration, an important operation of multimedia systems, is a process of 
transforming the different images of the same scene taken at different time, from 
different view points, or by different sensors, into one coordinate system. The current 
automated registration techniques can be classified into two broad categories: area-
based and feature-based [1, 5]. 

In this paper, we propose and implement a novel image registration method to 
improve the quality of registration by guaranteeing the high reliable feature points to 
be selected and used in the registration process. Here we adapt the feature matching 
method proposed by Jiang and Yau [4]. However, it is mainly for fingerprint image 
under rotation and translation. We modify it so that we can obtain a set a reliable 
corresponding feature points for images of various conditions. The major 
contributions are: (1) we improve the quality of registration by applying a more 
reliable feature point selection and matching algorithm adapted from finger print 
matching, (2) we improve the local structure matching method, and (3) we implement 
the method in a software system and conduct various experiments with good results. 

2   Our Work 

In this section, we describe how to extract the feature points and estimate their 
orientation (2.1), find correct matching pairs between two partially overlapping 
images (2.2), and derive the correct transformation between two images (2.3).  
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2.1   Feature Point Detection and Orientation Estimation 

In our approach, the features are defined as points of large eigenvalues in the image. 
We employ the OpenCV function GoodFeaturetoTrack [3]. A number of methods 
have been proposed for orientation estimation of the feature points. We apply the least 
mean square estimation algorithm. A feature point is eliminated if its reliability of the 
orientation field is below a threshold. 

2.2   Feature Point Matching 

There are four major steps in our matching algorithm: an invariant feature descriptor 
to describe the local positional relations between two feature points (2.2.1), local 
(2.2.2) and global (2.2.3) structure matching, and cross validation to eliminate the 
false matching pairs (2.2.4). In (2.2.2), we describe our improvement. 

2.2.1   Define a Feature Descriptor 
We first represent each feature point i detected by a feature vector fi as:  

 fi=(xi,yi,ϕi), (1) 

where (xi,yi) is its coordinate, ϕi is the orientation. The feature vector fi represent a 
feature point’s global structure. A feature descriptor Fij is defined to describe the local 
positional relations between two feature points fi and fj by their relative distance dij, 
radial angle θij and orientation difference ϕij (see Fig. 1) as equation (2):    
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where 1 2( , )d t tφ is a function to compute the difference between two angles t1 and t2,. 

All these terms are shown in Fig. 1 for two feature points. 

 

ϕi 

ϕj 

ϕj 

θij 

ϕij 

dij 

fj 

fi 

 
Fig. 1. The local spatial relation between two feature points fi and fj 

2.2.2   Local Structure Matching 

Employing the feature descriptor, for every feature point fi, a local structure LSi is 
formed as the spatial relations between the feature point fi and its k-nearest neighbors: 

LSi=(Fi1, Fi2,…, Fik), (3) 
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where Fij is the feature descriptor consisting of the local positional relations between 
two minutiae fi and fj. as defined in equation (1). 

Given two feature sets Fs={fs1,…fsn} and Ft ={ft1,…ftm} respectively, the aim is to 
find two best-matched local structure pairs {fsp ftq} and {fsu ftv} to serve as the 
corresponding reference pair later in the global matching stage.  

Now, we start to describe direct local structure matching [4] and complex local 
structure matching (the proposed improvement). 

Direct Local Structure Matching 
Suppose LSi and LSj are the local structure feature vectors of the feature points i and j 
from sensed image s and template image t respectively. Their similarity level is: 

,                
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0,                                                 
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W w w where w w w wθ ϕ= =  
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where W is a weight vector that specifies the weight associate with each component of 
the feature vector. The threshold bl can be defined as a function of the number of 
feature points in a neighborhood. The similarity level sl(i,j), 0≤sl(i,j)≤1, describes a 
matching certain level of a local structure pair. The two best-matched local structure 
pairs {fsp ftq} and {fsu ftv} is obtained by maximizing the similarity level [4]. The 
direct local structure matching method is efficient of O(k), where k is the number of 
feature points in a neighborhood. 

Complex Local Structure Matching 
Though the direct local structure matching method is efficient, we found that if there 
are any dropped or spurious feature points in the neighborhood disturbing the order, 
the local structure matching will be invalid. We show an example in Fig. 2 to 
demonstrate this case. 

 

Fig. 2. Illustration of spurious or dropped feature points in the neighborhood 

In Fig. 2, pi in the sensed image s has a neighborhood {p1, p2, p3}, and pi’s 
corresponding point pj in the template image t has a neighborhood {p0’, p2’, p3’}, of 
which {p1  p1’} and {p2  p2’}. Because of the image distortion or scene change, in 
the neighborhood of pj, there is no matching feature point for p1, but a spurious feature 
point  p0’ which does not match to any feature point in the neighborhood of pj 
appears. Apply the direct local structure matching, we have LSi={Fi1

T,Fi2
T,Fi3

T}, 
LSj={Fj1

T,Fj2
T,Fj3

T}. Using equation (4), the similarity level between the local 
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structures will be very low since their neighbors are mismatched. Thus the similarity 
level computed by equation (4) is not reliable.  

We address the problem by a more complex local structure matching method. First, 
when we match the two neighbors of two candidate feature points, we consider not 
only the relative distance but also the radial angle and orientation difference. Second, 
after we identify those matched neighbors, we will drop the unmatched feature points 
in the neighborhood in computation of the similarity level of two local structures. In 
the example shown in Fig. 2, only {p1  p1’} and {p2  p2’} will be considered in the 
local structure matching.   

Suppose we are checking the similarity level between the feature point p and q  
from the sensed image s and the template image t respectively. Let Knnp and Knnq 
denote the k-nearest neighborhood of the feature point p and q respectively. For every 
feature point n in Knnp, we will find its most similar point m in Knnq. They are 
qualified as a matching pair if three conditions (equations (5), (6) and (7)) are satisfied: 

W|Fpn-Fqm|=minjW|Fpn-Fqj| and W|Fpn-Fqm|=miniW|Fpi-Fqm|, (5) 

where W|Fpn-Fqm|=wd|dpn-dqm|+wθ|θpn-θqm|+wϕ|ϕpn-ϕqm|. It searches every member in 
Knnq and every member in Knnp.  

W|Fpn-Fqm|<Tc, (6) 

where Tc is threshold value and W is a weight vector same as in equation (4). 

|θnp-θmq|≤π/4. (7) 

As we know if both {n m} and {p q} are matching pair, the relative orientation 
difference between θnp and θmq should be small (equation (7)). Adding this criterion 
will speed up the search time. If the constraint is not satisfied, it is not necessary to 
test conditions 1 and 2.  

Then the similarity level between the feature points p and q can be computed as 

sl(p,q)=(bl-nsl(p,q))/bl,  (8) 

where nsl(p,q)=Σn,mW|Fpn-Fqm|, the similarly level only for those matched neighbor 
pairs from Knnp and Knnq according to conditions 1-3. From condition 2, we have 
W|Fpn-Fqm|<Tc if point n and point m are matched neighbors. Thus we define threshold 
bl as Tc times the number of matching neighbor pairs, bl=Tc|{n↔m|n∈knnp, m∈knnq}|, 
to make sure the similarly level sl(p,q) always greater than zero. The two best-
matched local structure pairs {fsp ftq} and {fsu ftv} are obtained by maximizing the 
similarity level. Experimental results in Fig. 3 to Fig. 6 confirm the improvement.   

2.2.3   Global Structure Matching 
There are two limitations in the local structure matching: first, two different feature 
points from the sensed and template images may have similar local structure. Second, 
two images from the same scene may have only a small number of well-matched local 
structures. We need to apply the global structure matching. 

Assume that we obtain two best-matched local structure pairs, say (p,q),and (u,v), 
from the local structuring matching, either one of them can serve as a reliable 
correspondence of the two feature points’ sets. We perform the global structure 
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matching in two cues for consistence. The best-matched local structure pair (p, q) is 
sent to cue 1 as the corresponding reference to align two feature sets, while another 
best-matched local structure pair (u, v)is sent to cue 2 for the same purpose. In cue1, 
all feature points will be aligned as follows:  
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where GSi

s and GSi

t represent the aligned global structure of feature points i and j in 
sensed image s and template image t according to the corresponding reference p and 
q, respectively.  

Then we define the matching level ml(i,j) for feature point i of the sensed image s 
and feature point j from the template image t by: 

 0.5 0.5* | |,    if | |
( , )

0,                                              otherwise
i j i j
s t s tw GS GS GS GS Bg

ml i j
+ − − <

=   
(10) 

where w is a weight vector and Bg is a 3-D bounding box in the feature space to 
tolerate the image deformation. We empirically choose Bg =(10, π/4, π/4). 

Thus for an arbitrary feature point a in the feature sets Fs, we find a feature point b 
in the feature sets Ft such that ml(a,b)=maxj (ml(i,j)). While for this feature point b, 
we search for a feature point c in the feature sets Fs such that ml(b,c)=maxi (ml(i,j)). 

The feature point a and the feature point b will be recognized as a matching pair if 
and only if the feature points c and a are the same point. A matching pair set MP1 
containing all correspondences is generated as the output of cue 1.   

In cue 2, we align the two feature sets with respect to another corresponding 
reference fu and fv, and then perform the same global matching as what we did in cue 
1 to generate the matching pair set MP2. Only those pairs are found in both cues are 
considered as valid matching pairs. Finally, the matching pair set MP, which is the 
intersection MP1 and MP2, is the result of the global structure matching.  

2.2.4   Eliminating the Low-Quality Matching Pairs  
We have obtained a number of matching pairs from the global structure matching. 
Now, we apply the validation step to eliminate those low-quality matching pairs by 
cross-validation. First of all, we compute the mapping parameters (say, Map) from the 
whole matching pair set. Then in each step, we exclude one pair (say, Pi) from the set 
of matching pairs and compute the mapping parameters (say, Mapi). If the 
displacement between Mapi and Map is beyond a threshold, the matching pair Pi is 
identified as a low-quality matching. Eliminating them we get the more reliable 
matching pair set MP’. The experimental results are shown in Fig. 7 and Fig. 8. 

2.3   Transformation Model Estimation 

Assume that the matching pair set obtained is {ui vi}i=1,2,…,N. They should satisfy the 
relation vi=ui A, where A is the mapping function corresponding to the geometric 
transformation of the images. We compute it by least-square QR factorization. 
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3   Experimental Study 

A series of experiments are conducted. The majorities of our testing images are from 
[2], including optical, radar, multi-sensor, high-resolution and Landsat images. The 
testing platform is a Pentium 2.20GHz, 512MB RAM PC. 

3.1   Results of Local Structure Matching 

To demonstrate the improvement of the local structure matching, we ran tests on the 
following four pairs of images with different types of image variations. The results 
are shown in Fig. 3 to Fig. 6. For every pair, the dots and arrows indicate the positions 
and orientations of the feature points, and the two best-matched local structure pairs  
computed are circled and numbered. The variations between the input and the 
template image and the number of feature points detected are listed in Table 1. From 
the results, we see that the best-match local structure pair computed by the improved 
local structure matching method is more reliable.  

To compare the performance of the two local structure matching methods 
(subsection 2.2.2), we present Table 1 of the experiments results on the four pair of 
images by both methods. The variation between the input and the template images are  
shown in the 2nd column. The number of feature points used is listed in the 3rd  
 

1   2

1   2

 

                                    (a) template image                                           (b) input image 

Fig. 3. An example of local structure matching on images with geometry transformation 

  

Fig. 4. An example of local structure matching on images with highly temporal changes 
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(a) template img

1

2

2

(b) input img

1
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Fig. 5. An example of local structure matching on images with serious deformation 

(a) template img

1

2

(b) input img

1
2

 

Fig. 6. An example of local structure matching on images from different sensors. In (a) SPOT 
band 3; (b) TM band 4.  

column. In the 4th and 5th column, method 1 is the direct local structure matching and 
method 2 is the complex local structure matching. For each method the time of 
computing the best-local structure pair is listed, where × means the corresponding 
method fails to compute the best-matched local structure pair.  

From Table 1, we can see that the direct local structure matching method fails on 
images with significant scene changes, while the complex local structure matching 
method is applicable in those cases. However, the direct matching method is more  
 

Table 1. Comparisons of the two local structure matching methods 

Testing Images Image variation type #Feature points Method 1 Method 2 

Fig. 3 transformation 95 and 86 2.04s 20.34s 

Fig. 4 temporal change 114 and139 57.80s

Fig. 5 distortion 96 and 81 5.25s

Fig. 6 different  sensors 97 and 103 46.63s  
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efficient of O(kmn). The computation time of the complex matching method is 
O(k2mn), where k is the number of feature points in a neighborhood, m and n are the 
number of feature points in the input and template images.  

3.2   Results of Global Structure Matching 

In this subsection, we show how the reliability of the feature points matching is 
improved by the global structure matching and cross validation. The testing image is 
pair of urban images from SPOT and TM (Fig. 7), where the two align references pairs 
are shown in Fig. 6. The final result of global structure matching is shown in Fig. 8. 
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Fig. 7. The matching pairs detected from the global structure matching in cue 1 
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Fig. 8. The final matching pair set after cross-validation 
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3.3   Using Image Mosaic for the Registration Results 

We use image mosaic to show the registration results intuitively. Because of the page 
limit, only two examples of our test are shown in Fig. 9 and Fig. 10. The correctness 
of the registration results can be verified visually by checking the continuity of the 
common edges and regions in the mosaic images.   

 

Fig. 9. Registration of Landsat images with four 
year difference and associated rotation 

 

Fig. 10. Registration of images with seri-
ous distortions 

We also compared the registration results generated by the UCSB automatic 
registration system [2]. In Table 2, [s1,tx1,ty1,θ1] are the registration parameters 
generated by our method and [s2,tx2,ty2,θ2] are the results by the UCSB system. In the 
last two column of Table 2, REMS is the root mean square error at the matching pairs. 
#MP indicates the number of matching pairs detected for each pair of images. It 
shows that our method performs better. 

Table 2. The registration results on 8 pairs of images 

Scale: s Translation tx  Translation ty Rotation: θ Test 

 cases s1    s2 tx1 tx2 ty1 ty2 θ1 θ2 REMS #MP 

1 1.002 1.002  715.1 714.9  -489.66 -490.67  -25.02 -24.98 1.607 211 

2 1.012 0.996 87.07 75.06 9.83 9.57 -1.234 -1.098 4.192 8 

3 1.042 0.997 21.49 22.35 -8.205 -8.937 -0.668 -0.168 1.498 6 

4 (Fig 9) 0.994 0.991 87.88 87.65 -78.98 -79.30 0.125 0.193 1.081 19 

5 1.020 0.997 -4.12 0.020 2.064 -0.625 0.562 0.291 11.751 13 

6 0.991 0.991 33.57 34.24 -183.43 -186.24 0.984 1.032 9.428 17 

7 0.998 0.997 1.44 1.84 -3.17 -0.91 -0.269 -0.047 2.185 8 

8 (Fig 10) 0.997 1.004 144.90 144.86 75.33 74.22 -19.90 -20.20 1.611 21 
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4   Conclusion 

Image registration is an important operation in multimedia system. We have presented 
a feature-based image registration method. Compared to the conventional feature-
based image registration methods, our method is robust by guaranteeing the high 
reliable feature points to be selected and used in the registration process. We have 
successfully applied our method to images of different conditions.  
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Abstract. Recently, image-based, high throughput genome-wide RNA 
interference (RNAi) experiments are increasingly carried out to facilitate the 
understanding of gene functions in intricate biological processes. Effective 
automated segmentation technique is significant in analysis of RNAi images. 
Traditional graph cuts based active contours (GCBAC) method is impractical in 
automated segmentation. Here, we present a modified GCBAC approach to 
overcome this shortcoming. The whole process is implemented as follows: 
First, extracted nuclei are used in region-growing algorithm to get the initial 
contours for segmentation of cytoplasm. Second, constraint factor obtained 
from rough segmentation is incorporated to improve the performance of 
segmenting shapes of cytoplasm. Then, control points are searched to correct 
inaccurate parts of segmentation. Finally, morphological thinning algorithm is 
implemented to solve the touching problem of clustered cells. Our approach is 
capable of automatically segmenting clustered cells with low time-consuming. 
The excellent results verify the effectiveness of the proposed approach. 

Keywords: image segmentation, graph cuts based active contours, control 
points, RNAi, fluorescence microscopy. 

1   Introduction 

Recently, the understanding of functions of genes in various biological phenomena is 
becoming more and more important. The functional analysis of genes has been 
revolutionized by the recent discovery and application of RNAi, which made high-
throughput functional genetics a reality. Usually, Drosophila, a long-favored model 
organism for genetic studies, is preferred as a premier cell-based system for such 
systematic functional genetic analysis. 

However, manual analysis of such large-scale datasets produced by RNAi 
screening is unreasonably time-consuming. Therefore, fully automated techniques are 
urgently needed in order to analyze RNAi progress in biological research. It should be 
emphasized that segmentation acts the key role in image analysis process. Various 
categories of segmentation techniques have been proposed in recent years; however, 
due to the following three challenging problems: (1) Intensity variations are present 
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inside cells; (2) Many spiky and ruffly cells are observed; (3) Cells are commonly 
clustered with weak or even no edges; existing techniques cannot be directly applied 
to real RNAi datasets to get satisfactory results. Simple thresholding-based method, 
such as Ostu’s method [7], easily causes holes or even division of one cell during 
segmentation, and they cannot segment clustered cells. 

Considering segmentation as an energy minimization problem, active contour  
model is an effective technique. Active contours can be broadly categorized into two 
kinds: parametric active contours [2] and geometric active contours [3]. However, both 
of them are time-consuming and have the shortcoming of local optimization. In 
contrast, graph cuts method is a global optimization technique for segmentation. 
Usually, exact solution could be computed in polynomial time. However, the graph 
cuts method has a bias towards cuts with short boundaries and results in small regions. 

Graph cuts based active contours (GCBAC) [4], emerges as an important 
improvement. With an initial contour, the objective could be achieved by iteratively 
searching for the closest contour and replacing a contour with a global minimum 
within the contour neighborhood (CN is defined as a belt-shaped neighborhood region 
around a contour). This approach overcomes the graph cuts’ disadvantage of yielding 
short boundary, while keeps the advantage of polynomial time-consuming. However, 
GCBAC could not be applied directly in automated analysis of RNAi images. Manual 
definition of initial contour hinders the realization of automated segmentation. 
Furthermore, GCBAC just utilizes gradient information of pixel intensities to set 
graph’s edge weights, thus, complicated variations of intensities inside cells may 
cause inaccurate results. 

In this paper, we present a novel modified GCBAC approach to overcome the 
aforementioned drawbacks. The whole process is described as follows: First, nuclei 
are segmented. Region-growing algorithm utilizes each extracted nucleus to get the 
corresponding initial contour for following segmentation of cytoplasm. Additionally, 
information of clustered cells’ shape obtained from rough thresholding segmentation 
is considered as a constraint factor and incorporated into GCBAC to update edge 
weights of the original graph, which largely improves the performance for shapes of 
cytoplasm. Then, control points on global and local features of the image will be 
detected by wavelet based salient point detector. By forcing the contour to go through 
these control points, inaccurate spiky part of the contour could be corrected. Finally, 
morphological thinning algorithm is implemented to solve the touching problem of 
clustered cells. Compared with original GCBAC, our approach could get much more 
accurate results automatically. As a result, the proposed method can potentially serve 
as the primary tool in automatic biomedical image analysis. 

The rest of the paper is organized as follows: Section 2 introduces GCBAC method 
and wavelet based salient point detector. Section 3 presents our novel modified 
GCBAC method in details. Section 4 shows experiment results. Finally, Section 5 
concludes the paper and discusses the future work. 

2   Graph Cuts and Salient Point Detector 

2.1   Graph Cuts and GCBAC Method 

Graph cuts is an efficient technique with global optimization for image segmentation. 
The basic theory of GCBAC, s t− min cut, will be introduced first. 
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Let ( , )G V E= (V is the set of vertexes, E  is the set of edges between vertexes) be 

an undirected graph with vertices v V∈ , and edges of neighboring vertices ( , )u v E∈ . 

The corresponding edge weight ( , )c u v  is a non-negative measurement of the 

similarity between neighboring elements u and v . Also, there are two special nodes 
called terminals, namely, the source s and the sink t . A cut with source s and sink t is 
defined as a partition of V into two parts: S and T ,T V S= − , while the cut’s value is 
the sum of edge weights across the cut.  

, ,( , )

( , ) ( , )
u S v T u v E

cut S T c u v
∈ ∈ ∈

=                                               (1) 

Consequently, s-t min cut is to find an optimal cut with the smallest cut value. 
Also, an important correspondence between flows and cuts in networks is described: 

Theorem 1 (Ford-Fulkerson Theorem): The maximum flow from a vertex s  to 
vertex t , | |f , is equal to the value of the capacity ( , )c s t of the minimum cut 

separating s and t . 

According to Ford-Fulkerson Theorem [5], an s-t min cut problem can be converted 
to an s-t max flow problem, which could be solved by existing algorithms in 
polynomial time. Graph cuts based active contours model [4], keeps this advantage. In 
GCBAC, initial contour is manually defined. Contour neighborhood (CN) is obtained 
by dilating the initial contour with the priori known size and an inner boundary and 
outer boundary of the CN are extracted. By representing the image within the CN as 
an adjacency graph, and treating the pixels on the inner boundary and outer boundary 
as multiple sources and multiple sinks, the problem of finding the global min-cut 
contour within this CN is formulated as a multi-source, multi-sink s-t min cut problem 
on this graph. The results on target images in [4] look excellent. 

However, GCBAC could not be applied directly in automated RNAi analysis. The 
manual definition of initial contour hinders the realization of automated segmentation. 
Furthermore, GCBAC utilizes gradient information of pixel intensities to set edge 
weights of graph, however, complicated variations of pixel intensities inside cells 
sometimes cause inaccurate results. Our modified GCBAC method, which overcomes 
the aforementioned drawbacks, will be presented in Section 3. 

2.2   Wavelet Based Salient Point Detector 

In GCBAC, inaccurate result is corrected by clicking control points and forcing the 
contour to pass through these points. In our RNAi dataset, interesting points always 
stay on where variations occur in the image. Thus, we employ wavelet based salient 
point detector [6] to implement automatic control point correction. Compared with 
other feature detectors, this detector aims at getting interesting points related to any 
visual interesting parts of the image. The algorithm is implemented as follows. 

By convoluting the image with the wavelet function dilated at different scales, the 
wavelet detail image 

2 jW f  is obtained. Further, the wavelet coefficients at the finer 

scale 12 j+  could be learned by computing with the same points as a coefficient 

2
( )jW f n  at the scale 2 j . This set of coefficients is called the children 

2
( ( ))jC W f n  of 

the coefficient
2

( )jW f n , which is defined as follows:      
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12 2
( ( )) { ( ),2 2 2 1}j jC W f n W f k n k n p+= ≤ ≤ + −                                  (2) 

p is the wavelet regularity and 0 2 jn N≤ <  with N as the length of the signal. 

Each wavelet coefficient
2

( )jW f n  is computed with signal points to represent the 

variations at the scale 2 j . Its children coefficients give the variations of some 
particular subsets of these points (with the number of subsets depending on the 
wavelet). The most salient subset is the one with the max absolute value of wavelet 

coefficient at the scale 12 j+ . In [6], this maximum is considered, and its highest child 
is looked for. This process is applied recursively to select a coefficient 12

( )W f n−  at the 

finer resolution 1/2. Hence, this coefficient represents 2 p  signal points. To select a 
salient point from this tracking, the one with the highest gradient is selected among 
these 2 p  points. The saliency value is defined as the sum of the absolute value of the 

wavelet coefficients in the track: 

( )
22

1

| ( ( )) |, log 1j

j
k

k

saliency C W f n N j
−

=

= − ≤ ≤ −                               (3) 

The tracked point and its saliency value are computed for every wavelet coefficient, 
and the point with a high saliency value usually corresponds to a global variation. By 
thresholding the saliency value, the desired salient points will be selected. 

3   Our Modified GCBAC Approach 

We develop a modified GCBAC method to segment clustered cells automatically. 
Our proposed approach consists of following steps: First, region-growing algorithm 
utilizes extracted nuclei to get the initial contours for the segmentation of cytoplasm. 
Second, rough segmentation of cytoplasm’s shape, considered as a new constraint 
factor, is incorporated into GCBAC to improve the performance of segmentation. 
Then, control points are automatically searched to correct inaccurate segmentation 
result. Finally, morphological thinning algorithm is implemented to solve the 
touching problem of clustered cells. The details will be described in the following. 

3.1   Initial Contour Using Region Growing 

Manual definition of initial contour hinders automation of GCBAC. Luckily, nuclei 
and cytoplasm could be screened by fluorescence microscopy, and only one nucleus 
exists near the center of corresponding cell generally, therefore, region-growing 
algorithm could utilize extracted nuclei as seed regions to find initial contours for 
following segmentation. Thresholding method [7] could easily extract nuclei from 
background. Here, a modified Ostu’s method is implemented, which includes taking 
into account the max and min values in the image and log-transforming the image 
prior to calculating the threshold. Sometimes, the threshold may consistently be too 
stringent or too lenient. Thus, an adjustment factor could be multiplied with the 
threshold to get a more accurate one. The number 1 means no adjustment, 0 to 1 
makes the threshold more lenient and greater than 1 makes the threshold more  
 

stringent. Since automated segmentation is required, the fixed universal parameters 
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are needed. We tried out the parameter adjustment factor within a specified range on 
an image and the one with the best performance for segmenting nuclei is 1.3. 

By observing the feature that pixel intensities inside cells are approximate, region-
growing algorithm [1] is considered to find initial contours for cell segmentation. The 
basic approach of region growing is to start with a set of points as seed region and 
group their neighbouring pixels into seed region according to predefined criteria. In 
our experiment, we just define two simple criteria: (1) the grey-level of any pixel 
should be in a specified range around the average grey-level of pixels in the seed 
region. If the average grey-level is α , the grey-level of grouping allowed pixel β  

should satisfy: [ , ]L Lβ α α∈ − + , L  is the specified range size. Note that too large or 

small range size setting will cause unsuitable initial contour. Here, the parameter 
setting L  with the best performance is 40, with grey levels of pixels in the image 
normalized to [0,255]. (2) The pixels must be 8-connected to any pixel in seed region. 

With an extracted nucleus as a seed region, we iteratively implement the following 
operation: Each time, 8-connected neighboring points of seed points on the boundary 
of seed region, are judged whether could be grouped into seed region; then, 
morphological operations are implemented to fill holes, break narrow isthmuses and 
eliminate thin protrusions of new seed region. When no more pixels satisfy the 
criteria, region growing algorithm stops. Usually, the number of iteration is no more 
than 10 in our experiment. Note that incomplete nuclei touching the border of image, 
or object smaller than a specified range, which is likely to be fragments of real nuclei, 
will be discarded. Results are illustrated in Section 4. 

3.2   New Constraint Factor Changing Edge Weights 

Here, GCBAC method [4] is implemented after the previous step to get a rough result 
of segmentation. GCBAC method consists of the following steps: 

(1) Represent the image as an adjacency graph G .  
(2) Dilate current boundary into its contour’s neighborhood with an inner 

boundary and an outer boundary. 
(3) Identify all the vertices corresponding to the inner boundary and outer 

boundary as a single source s  and a single sink t . 
(4) Compute the s t−  minimum cut to obtain a new boundary that better 

separates the inner boundary form the outer boundary. 
(5) Return to step 2 until the algorithm converges. 

In [4], the image is represented as an 8-connectivity graph, which means each 
vertex, corresponding to a pixel, has edges connecting to its 8 neighboring pixels. 
Also, the edge weight between vertex i  and vertex j is defined as follows. 

6( , ) ( ( , ) ( , ))c i j g i j g j i= +                                        (4) 

( , ) exp( ( ) / max ( ( )))ij k ijg i j grad i grad k= −                             (5) 

Where ( )ijgrad k is the image pixel intensity gradient at location k  in the direction 

of i j→ . This weight assignment method leads the active contours to high gradient  
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edges and considers direction of the gradients. GCBAC just utilizes gradient 
information of pixel intensities in the image, thus, it is good at segmenting objects 
with high contrast between boundary and background. However, it fails in segmenting 
real RNAi dataset, because of pixels’ intensity variations inside cells. For example, 
sometimes, a cell’s inner part is much brighter than boundary part, causing GCBAC 
to segment the inner part as the final result. 

Idea of constraint factor in [8] could be adopted to solve this problem. 
Assumed I as the original image, the constraint factor ( )H I is got by the modified 
Ostu’s method introduced in Section 3.1. Here, the adjustment factor is 1.0. Ranges of 
pixels’ grey level in both I and ( )H I are normalized to [0,255], then a new constraint 

factor incorporated image ( )N I is computed. 

( ) (1 ) ( )N I I H Iλ λ= + −                                                 (6) 

Constant (0 1)λ λ< < is a scalar parameter weighting the importance of these two 

sources of information. If λ is large, we trust more regional information; otherwise, 
we trust more edge information. In our experiment, λ is selected as 0.5, meaning that 
the importances of both sources of information are the same. Thus, graph and its edge 
weights will be built using information of ( )N I instead of I . 

              
                                          (a)                                               (b) 

Fig. 1. (a) original image I of a RNAi cell. (b) new image N(I) of the same RNAi cell. 

3.3   Inaccurate Correction Using Salient Points 

Segmentation results obtained by previous two steps are not always satisfactory, due 
to that the shape of cell is often non-convex. Especially, it is difficult for GCBAC to 
segment narrow spiky shape successfully. Luckily, control points in [4] could be 
employed to correct inaccurate segmentation result. In our approach, we choose 
wavelet based salient point detector to search control points automatically. Wavelet 
based salient point detector [6] has been introduced in Section 2.2. 

All the interest points where variation occurs in the whole image could be detected 
by wavelet based salient point detector. However, only salient points for the target 
cell are needed as control points. Therefore, only salient points located in the 
neighboring area of boundary of rough segmentation obtained in section 3.1 will be 
selected and other points will be removed. These selected points are used as control 
points in GCBAC. In our experiment, we find this method very effective in correcting 
inaccurate spiky shape. Corresponding results are shown in Section 4. 
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3.4   Clustered Cells Segmentation Using Morphological Thinning Algorithm 

Sections 3.1, 3.2, 3.3, mainly discuss the procedure of segmenting single RNAi cell. 
However, clustered cells are commonly observed in real RNAi images. As a result, 
only techniques with ability of segmenting clustered cells could be applied in analysis 
of real RNAi images. Based on the techniques introduced above, we develop a novel 
algorithm to segment clustered cells. The scheme will be summarized as follows. 

First, the modified Ostu’s method mentioned above is implemented to segment the 
nuclei and corresponding cytoplasm. Note that nuclei without corresponding 
cytoplasm, or cytoplasm without corresponding nuclei, will be regarded as noise and 
discarded. Additionally, original image will be enhanced before implementation of 
modified Ostu’ method to better segment cytoplasm of spiky shape. Generally, 
cytoplasm of touching cells is segmented as a whole. 

Second, region-growing algorithm utilizes each extracted nuclei as seed region to 
find corresponding initial contour automatically. Then, our modified GCBAC uses 
initial contours to segment cytoplasm. Due to the complex intensity variations 
between touching cells, segmented cell cannot touch with each other ideally. Blank 
regions are left between segmented objects, as illustrated in Fig. 6 (a). 

Third, the blank regions left in the second steps are found to be touching regions of 
cells, in which weak or even no edges exist. Traditional edge-based techniques can 
hardly get accurate boundary between cells. To address the problem, these blank 
regions between segmented objects are extracted. Then, the boundary of segmented 
cytoplasm obtained in the first step is extracted and incorporated into the extracted 
blank regions as a whole. Corresponding result is shown in Fig. 6 (c). 

Finally, mathematical morphological thinning algorithm [1] has the ability of 
extracting central line of regions. Thus, it is iteratively implemented on the boundary-
incorporated areas to get ‘skeleton’, which could be regarded as the touching 
boundary of clustered cells. In this way, touching problem could be solved. In our 
experiment, the number of iteration is no more than 5. The segmentation result in Fig. 
6 (d) seems perfect. Details are described in section 4. 

4   Experiment Results 

In this section, our approach is applied to real RNAi cells to verify its advantages to 
handle complicated shapes, interior intensity variation case. Experiment results and 
corresponding descriptions are shown in the following. 

A. Advantages of our method over thresholding method 

Some may argue that thresholding method, such as Ostu’s method, will be good 
enough for segmenting cells. However, thresholding method is sensitive to noise, 
causing small stains inside and outside the cytoplasm, or narrow isthmuses and thin 
protrusions. Additionally, thresholding method cannot segment clustered cells in real 
RNAi images. Comparatively, our method overcomes this shortcoming. In Fig.2, we 
illustrate three images of results. Fig.2 (a) is the result obtained by Ostu’s method. 
The threshold value obtained by Ostu’s method is quite high, causing inaccurate 
results. The blue contours in Fig.6 (a) show that only light stains inside the cell are 
segmented. Fig.6 (b) is the modified Ostu’s method’s result. From the image, it is 
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obvious to see noises segmented as fragments, and the boundary has many thin 
protrusions. Fig.6 (c) is our method’s result. An accurate result without noises is 
segmented, and its smooth boundary is shown in red in the image. 

              
                       (a)                                    (b)                                      (c) 

Fig. 2. Comparison of results using thresholding method and our modified GCBAC (a) 
Segmentation result using traditional Ostu’s method (b) Segmentation result using modified 
Ostu’s method (c) Segmentation result using our approach 

B. Initial contour using region-growing algorithm 

The first step of our method is to find an initial contour. In Fig.3, we illustrate ability 
of this algorithm in finding initial contours. Two types of target objects are shown, 
including cells with ruffly and spiky shapes. In Fig.3 (a) and (c), two nuclei are 
separately segmented using simple thresholding method. Information of nucleus is 
utilized in region-growing algorithm as seed region to find initial contour for 
segmentation of corresponding cytoplasm. The results are shown in Fig.3 (b) and (d), 
respectively. Note that initial contours could depict rough structure inside the cells. 

    
(a)                                (b)                                  (c)                                  (d) 

Fig. 3. Region-growing algorithm is used to find initial contour. (a) Nucleus of a ruffly cell is 
segmented with boundary marked in red line. (b) Initial contour of a ruffly cell is found and 
marked in red line. (c) Nucleus of a spiky cell is segmented with boundary marked in red line. 
(d) Initial contour of a spiky cell is marked in red line. 

C. Constraint factor added GCBAC to handling interior intensity variation                  

Our modified GCBAC is able to handle RNAi cells with weak boundary. Fig.4 shows 
a group of results, including traditional GCBAC’s results and modified GCBAC ’s 
results. Fig.4 (a) shows the image I  used for segmentation. Fig.4 (b) shows the 
corrected images ( )N I  used for segmentation. In Fig.4 (c), traditional GCBAC just 
segments the bright parts inside the cell. In Fig.4 (d), our approach segments the real 
cell from the background. The results shown are excellent. 
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  (a)                                (b)                                 (c)                                (d) 

Fig. 4. Segmentation results of both traditional GCBAC and modified GCBAC. (a) is original 
image I with initial contour shown in red. (b) is the constraint factor incorporated image N(I) 
with initial contour shown in red. (c) is the segmentation result of traditional GCBAC. (d) is the 
segmentation result of our modified GCBAC. 

D. Inaccuracy correction using salient point detector 

GCBAC cannot always get satisfactory result. Control points are used to correct 
inaccurate part. Fig.5 shows the whole process of segmenting a spiky cell. Fig.5 (a) 
shows the red initial contour. Then, the previous two steps are implemented to get the 
result in Fig. 5(b). In the image, one narrow protrusion has not been segmented. Fig.5 
(c) shows the control points found in the neighbourhood area of the rough segmented 
boundary. These points are marked by red cross points. Fig.5 (d) shows the corrected 
result using these control points. The final result is perfect. 

    
                (a)                                 (b)                                (c)                                  (d) 

Fig. 5. Use salient point to correct inaccurate part. (a) Initial contour. (b) Rough segmentation 
result obtained. (c) Salient points found. (d) Final result with inaccuracy part correction. 

E. Clustered cells segmentation using morphological thinning algorithm 

Morphological thinning algorithm could be employed to segment clustered cells.  
Fig. 6 demonstrates the whole process. Fig. 6 (a) shows unsatisfactory result of 
GCBAC. The red boundaries show segmented objects. Due to complex intensity 
variations between cells, segmented object can hardly touch with each other and their 
touching regions are left. Fig. 6 (b) shows the touching regions left in a binary image. 
Our novel algorithm solves this problem by incorporating boundary into touching 
regions. In Fig. 6 (c), white contour is the boundary of segmented cytoplasm, which 
the gray areas are touching regions left in GCBAC. Finally, morphological thinning 
algorithm is iteratively implemented to get the final result. Fig. 6 (d) shows the 
segmented objects in red. The result is quite satisfactory for biomedical image 
analysis. 
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                (a)                                  (b)                                 (c)                                (d) 

Fig. 6. Clustered cells segmentation. (a) rough segmentation by GCBAC. (b) segmented objects 
with unsolved touching regions. (c) boundary incorporated into touching areas. (d) final 
segmentation result of clustered RNAi cells. 

5   Conclusion and Discussion 

In this paper, a modified GCBAC is presented as a fully automatic segmentation 
method for RNAi fluorescence images. First, extracted nuclei are used in region-
growing algorithm to get the initial contours for the segmentation of cytoplasm; In 
addition, constraint factor obtained from thresholding method is incorporated into 
GCBAC to improve the segmentation performance for faint shapes of cytoplasm; 
then, control points are automatically searched to correct inaccurate part of results 
caused by spiky shape; finally, morphological thinning algorithm is implemented to 
solve the touching problem of clustered cells. Compared with traditional GCBAC or 
other active contour methods, our novel approach has advantages of automatically 
segmenting RNAi cells in polynomial time. Experiment results verify the 
effectiveness of our proposed approach. In addition, the approach described in this 
paper is generic in its nature. And our future work is to extend the segmentation to 
high throughput imaging RNAi experiments of other cell types. 
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Abstract. Collaborative filtering is one of the information filtering techniques, 
that recommends information referring to the evaluation of others' feedback, 
where their preferences are similar to the target user to assist. The user's 
preference is often specified explicitly, and it is often a burden or disturbance in 
concentrating on his/her primary activity. This issue affects the granularity, i.e., 
degree of detail of user's feedback, since it largely depends on the easiness of 
acquisition for the user's preference. In this paper we describe a method of 
information recommendation based on social filtering, where the preference of 
user is implicitly acquired by gaze detection. As an example of the application 
we implemented a system that recommends paintings to a person based on 
others' attention in appreciating paintings. The evaluation of preference is based 
not on individual objects (i.e., paintings) but on sub-regions in an object (e.g., a 
person, a building, an animal, and so on), that is detected by gaze point 
tracking. The strength of interest is measured as the duration of watching a sub-
region in the painting, and each user's interest model is organized based on it. 
Experimental result showed the sub-region based information recommendation 
provides us better recommendation compared with object-based recommen-
dation, and the proposed implicit preference acquisition method is comparable 
to explicit preference specification method.  

Keywords: gaze detection, multimedia information recommendation, social 
filtering. 

1   Introduction 

Mobile computers and small eyeglass shaped displays are becoming popular and have 
opened to a variety of applications. Augmented reality systems with mobile 
computers are studied under an environment in the real world. One of the directions 
of augmented reality systems is to assist activities of a user in the real world by 
providing him/her information related to an object that he/she is facing.  

As a method of assisting user's activity, information recommendation is one of the 
effective approaches. Recommendation data is retrieved based on a user's preference 
or history of his/her activity. In some cases, such as appreciating paintings, photos, or 
video, information recommendation based on the user's preference is considered to be 
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effective since evaluating visual information is not an easy task. In recommending 
information to be provided, it is mandatory to evaluate which information is more 
worth to access for the user; i.e., how much the recommendation fits to his/her 
preference in the context of his/her activity. As a solution for this issue, social 
filtering is one of the promising methods. 

Social filtering retrieves data from a database, whose attributes fit to one's 
preference. Generally, we need to collect other users' preferences for each of the 
objects to be recommended prior to filtering, since social filtering is performed by 
evaluating similarity between the preferences of a user for the objects and those of 
others. In performing social filtering, one of the issues is how we alleviate the burden 
in collecting users' preferences for target objects. Users' preferences or evaluation for 
target objects are generally collected by the users' explicit feedback to a system. As 
far as feedback of preference depends on explicit specification by users, their burden 
is indispensable and it should be alleviated since it is not their primary task. One of 
the solutions is to make the feedback into the form of specifying numerical values  
[1-4]. In social filtering, creating profiles based on unconstrained description in 
natural language is also adopted [5]. However, explicit feedback, that is often entered 
manually, may deteriorate the quality of feedback if the number of items for feedback 
becomes larger. In that sense, it is desirable to collect users' feedback from implicit 
behavior of the users. 

Implicit acquisition of evaluation for information is desirable because it enables to 
organize user's interest model without disturbing his/her primary task. An example of 
implicit acquisition of evaluation is studied for function recommendation in software 
[6]. In recommending functions in the software, frequently applied functions are 
ranked higher in evaluation, and therefore, such functions are recommended more 
than less-applied functions. Since the distribution of the frequency of application of 
functions lies in potential bias, there is an issue that a recommended function does not 
always fit to the user's purpose of using the software. Other examples of implicit 
acquisition of user's preference are applications for recommending Web pages [7-8]. 
A user interest model is organized based on the access history on Web pages. In these 
studies, since the unit of measuring one's interest is one Web page, it is not possible to 
detect which portion of the Web pages he/she is interested. This problem may 
deteriorate the quality of recommendation. In this sense, the granularity of preference 
acquisition, in other words, interest modeling should be considered. Detecting and 
identifying object in attention and measuring preference for it is comparatively easy 
in case where it is displayed on the computer screen. However, it is more difficult 
and, as far as we know, no study is reported that aims at detecting the visual objects in 
attention in the real world and measuring preference for them implicitly. 

In case where a user's task is to appreciate visual information such as photos, 
paintings, or scenery, the degree of the user's interest, i.e., preference for the objects, 
may be revealed in his/her behavior of eye movement; what he/she watches with more 
time may correspond to the visual information that he/she is more interested. If it is 
possible to extract a user's preference from his/her eye movement, we can detect 
his/her preference without his/her explicit feedback of specifying preference for social 
filtering. Based on this idea, we proposed a framework of social filtering method with 
implicit acquisition of users' preference based on eye movement. 
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In this paper we describe a framework of social filtering method that collects users' 
preference based on gaze detection, assuming an activity of appreciating visual 
information such as paintings. While users appreciate paintings with carrying the 
system, each user's target of visual object is detected from gazing point and the gaze 
duration for the object. Gaze duration for each of the predefined regions in a painting 
is measured, and the length of duration is regarded as the strength of interest for the 
region in the painting. Social filtering is performed for information recommendation 
by referring to other users’ preferences, i.e., the pattern of interest, which are similar 
to the user to assist. Finally, paintings that other users, whose pattern of preference is 
similar to the user, appreciated with more interest are retrieved and presented to the 
user as recommendation. 

The organization of the paper is as follows: Section 2 describes the method of 
extracting eye movement and the criterion for detecting user's state of gazing. Section 
3 discusses user's model of interest and information recommendation based on social 
filtering, and the system organization and user interface is described in Section 4. 
Experimental result of the proposed framework is shown in Section 5. Lastly, 
concluding remarks are given in Section 6. 

2   Measuring Interest for an Object 

In this section, we describe the method of extracting the degree of interest for a visual 
object such as painting. We assume the degree of interest corresponds to the gaze 
duration for the visual object in case of appreciating visual objects, e.g. appreciating 
paintings, photos, or sculptures. The validity of this assumption is discussed with 
experimental result later in this paper. We first describe the method of extracting eye 
movement and measuring the degree of interest for an object. 

2.1   Gaze Detection  

Figure 1 shows headset of the prototype system. The headset equips two CCD 
cameras; the eye camera is a monochrome CCD camera with infrared LEDs for 
shooting an eye, and the view camera is a color CCD camera for shooting user's view 
to detect visual axis pointing to a visual object. Since contrast between iris and pupil 
is low in luminance under visible ray but it becomes higher under infrared, infrared is 
illuminated to augen to extract the region of pupil. 

A viewpoint is calculated based on pre-calculated correspondence of coordinates 
between the location of the user's pupil and those in a user's view after the extraction 
of the region of the pupil. The eye camera is placed so that the center of pupil locates 
at the center of the video frame of the eye camera when one keeps his/her eyes front. 
In the same way, the view camera is located so that the center of user's view 
corresponds to that of the video frame of the view camera. View point in the video 
frame of the view camera is nonlinearly mapped with reference to the position of the 
centroid of the region of pupil for compensating the lens aberration. 

The state of 'gazing visual object' is detected based on the frequency of saccade in 
an interval and the duration of fixation. According to the result of exploratory  
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experiment, the duration of one fixation tends to be less than approximately 3sec., and 
three or more times of fixations, each of which ranges 0.3sec. to 3sec., repeat in case 
where he/she gazes visual object with interest. Therefore, when fixations whose 
interval range from 0.3sec. to 3sec. repeat more than two times, we regard the 
beginning of the first fixation as the beginning of the state of gazing. If there appears 
a fixation whose duration is more than 3sec., the end of the previous fixation, i.e., the 
last fixation in a state of gazing visual object, is regarded as the end of the state of 
gazing visual object. We denote a gazing section as the section between the beginning 
and the end of gaze, which is determined by following the above-mentioned criterion. 
Because of the errors in extracting the centroid of the extracted pupil and involuntary 
eye movement, we regard the movement of centroid that is less than the angle of 2.1 
degrees in consecutive 3 frames (i.e., 0.3 sec.) as a fixation, and that more than the 
angle of 2.1 degrees as a saccade. Note that the video frame rate is 10fps. 

 

Fig. 1. Head Mounted Cameras 

2.2   Gaze Point Distribution and Gaze Duration 

We denote gaze point distribution consists of gaze points in one gazing section. 
Figure 2(a) shows an example of gaze point distribution in one gazing section. In the 
Figure, the symbol of ‘+’ denotes a view point. A minimum convex polygon whose 
area is minimum but contains all gaze points in one gazing section corresponds to the 
region of interest in watching visual object. In order to detect the region of interest, 
the sub-regions, i.e. component objects, of an object, such as a man, a woman, a 
house, an animal and so on in a painting, are carved out beforehand. Figure 2(b) 
shows an example of predefined sub-regions in the painting. In this example, two sub-
regions that correspond to a man and a woman are defined as individual sub-regions. 
The object of interest is extracted by detecting the overlap between the region of 
interest and the predefined sub-region of the object. The degree of interest for a 
component object in the painting is obtained as the sum of fixation duration, where 
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the gazing points in fixations are located in the same sub-region. If fixation points 
exist over two or more sub-regions in the painting in a single gazing section, the sum 
of fixation duration is calculated for each of the sub-regions in the painting. As 
described above, the degree of interest is measured not for the painting as a whole, but 
for each of the component objects drawn in the painting. 

 

                (a) Gaze Point Distribution                           (b) Predefined Regions of Objects 

Fig. 2. An Example of Detecting Region of Interest (‘American Gothic’ by Grant Wood) 

3   Interest Model and Information Recommendation by Social 
Filtering 

In this section, we discuss the method of information recommendation based on user 
interest model. The user interest model is constructed from implicitly detected 
preference for component objects. The preference is extracted from the behavior of 
gazing for component objects in a painting. We suppose component object based 
preference measurement is superior to object, i.e., painting, based preference 
measurement, since the user's preference based on component object reflects 
preference for each of the components, but object based preference cannot extract 
preference for each of the component objects depicted in a painting. We regard the 
strength of interest corresponds to the total amount of fixation duration for a 
component object. We evaluated the adequacy of above-mentioned assumption by 
experiments, which is discussed later in this paper. 

We define the interest model of a user as the accumulation of the preferences of 
component objects for ever-appreciated paintings. The interest models of other users', 
that are similar to the target user's interest model, are first extracted in order to 
perform information recommendation. After that, paintings are retrieved, which 
contain component objects of higher preference in the interest models of other users 
correlating with that of the target user. Those paintings are regarded as the paintings 
that fit to his/her preference since they contain component objects of their preference, 
i.e., they are also regarded as the target user's preference. 

In the following subsections, we first define the user interest model, and after that 
we discuss the information recommendation based on the correlation between user 
interest models. 
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3.1   User Interest Model 

We assume the strength of interest in a component object depicted in a painting 
corresponds to the sum of the gaze duration for the component object. Let ij be the 
sub-region, i.e., a component object, in the painting i, and inta(ij)  be the degree of 
interest for the sub-region ij observed for the user a. We define inta(ij) as follows:  
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In the above definition, ave(ta ) denotes the average of the sum of fixation duration 
for a sub-region in paintings which he/she ever appreciated. The reason why ta(ij) is 
normalized by dividing ave(ta) is to compensate the difference among individuals. For 
example, when a person watches a certain component object for 10 sec. under the 
condition where his/her average duration for a sub-region is 20 sec., we should 
evaluate he/she paid less attention than another person who watched the same 
component object for 10sec., under his/her average gaze duration is 8 sec. Since the 
user's gaze point and the duration of fixation is obtained by video processing, it is 
possible to construct user interest model without user's explicit feedback to the 
system. 

After evaluating the degree of interest for each of component objects in a painting, 
user interest model is constructed. The user interest model for the user a consists of 
the values of degree of interest that correspond to ever-appreciated paintings as shown 
in (2). 

Ma=(inta(11), .., inta(1m),.., inta(i1),.., inta(im))                              (2) 

3.2   Evaluating Correlation of the Interest Models 

We assume that interest models of other users, who have already appreciated all the 
visual objects, i.e., paintings, are available. Objects to be recommended are retrieved 
by referring to other users' interest models, which correlate to the target user to assist. 
The idea is that if it is possible to find other users whose user models correlated to the 
target user, we can regard objects of their higher preference are worth recommending. 
The correlation between the user a who requests information recommendation and 
one of the other users, the user b, who already appreciated all the visual objects, is 
calculated as follows. Let ave(int a) denote the average strength of interest of user a 
for component objects in paintings and let ave(int b) denote that of user b. The 
strength of correlation of preference between user a and b is defined as: 
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In the above definition, rab takes [-1,1]. More of its absolute value signifies more 
strength of positive or negative correlation. If it takes positive value, the preference of 
user a is similar to that of user b, and therefore, the objects yet to be appreciated by 
user a, which are in the positive preference of user b, correspond to the objects worth 
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recommending. In case of visual information, negative preference of a person in 
negative correlation does not always corresponds to positive correlation. Therefore, 
we do not refer to the negative preferences of the users in negative correlation for 
information recommendation, as well as negative preferences of the users in positive 
correlation. 

3.3   Information Recommendation 

In the process of extracting objects, i.e., paintings, users whose interest model 
correlate to that of the target user’s is first picked up. After that, the sum of the 
strength of interest is calculated for each of the component objects in the paintings. 
That is, assume that there are users uk(k=1,2,..,nu) in the set of users O, who have 
positive high correlation to the target user ut to assist. The strength of interest P(ij) for 
component object ij in the object  i is calculated as follows: 

∑
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In the above expression, tc denotes the threshold to extract users in positive high 
correlation with the target user ut. Since objects where P(ij) is high contains 
component objects of the target user’s preference, they are presented to the user as the 
recommendation worth watching. They are presented in the descendant order of P(ij). 

4   AttentionShare: A Prototype System 

4.1   System Organization 

The organization of the prototype system is illustrated in Fig. 3. A monochrome CCD 
camera is located below an eye for observing eye movement, which we call an eye 
camera. It is placed so that the centroid of the pupil is located at the center of the 
video frame. A color CCD camera, which we call a view camera, is placed between 
the eyebrows, which is aimed at shooting the user’s view. 

Eye movement is detected by extracting the centroid of a pupil, and the state of 
gazing is identified by the criterion which we described in section 2.1. The region of 
convex polygon formed by the coordinates of gazeing points is held for identifying a 
sub-region, i.e., a component object, in the painting. Coordinates of predefined sub-
regions as well as the title, the name of painter, category, period of a painting are 
stored in the Painting Database. Identification of the painting he/she is currently 
watching can be performed by image similarity matching based on 2D color space, 
where the region of painting is segmented by detecting horizontal and vertical lines 
that correspond to the inner frame of a picture. However, identifying a painting by 
image similarity measure may imply some errors and they interfere the evaluation of 
the proposed method. Therefore, we designed the painting in appreciation is explicitly 
specified by user. Note that image matching for painting identification can be adopted 
in actual operation of the system. 
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Fig. 3. System Organization 

When the state of gazing is detected by eye movement analysis, the sub-region in 
gazing is extracted and its relative location is measured originating from the upper-
left corner of the inner frame of the painting. Next, the degree of overlap is calculated 
by referring to predefined sub-regions in the painting that is defined in the Painting 
Database. The most-overlapped sub-region is regarded as the gazing region. The gaze 
duration for the region is also measured and it is normalized by the average gazing 
duration for a sub-region of the user. Then, it is regarded as the degree of interest for 
the sub-region. 

After that, user interest models of other users, which are similar to the target user, 
are extracted as described in section 3.2. Finally, recommended information is 
extracted by referring to the user interest models of other users in positive high 
correlation, and it is presented to the target user. 

4.2   User Interface 

The user interface of the prototype system is shown in Fig. 4(a) and Fig. 4(b). Figure 
4(a) shows a user interface for confirming the result of gaze detection and sub-region 
detection in gazing. The upper left part of the interface marked as ‘<1>’ shows the 
eye and the extracted pupil with the position of centroid. The upper middle section 
marked as ‘<2>’ indicates a gazing point on the painting, which is shown as the cross 
point of a horizontal and a vertical line. The upper right section labeled as ‘<3>’ is to 
specify a painting that he/she is in appreciation. Eye movement is decomposed into 
horizontal and vertical displacement, and it is graphically displayed at the lower part 
of the interface. Note that the primary purpose of implementing the prototype system 
is to evaluate the effectiveness of the proposed technique. Therefore, the  
 



134 A. Yoshitaka, K. Wakiyama, and T. Hirashima 

 

recommendation data and the sub-regions in a painting are displayed in the LCD 
display of a mobile computer in order to confirm how the system is working. 
Recommended information may be presented as a voice annotation or a sound notice 
with visual annotations so as not to disturb a user’s activity of appreciating visual 
information in the practical operation of the proposed system. 

Figure 4(b) shows an example of presenting recommended paintings. The painting 
placed at the upper-left corner of the interface is the painting that he/she is currently 
appreciating. Three paintings displayed at the lower of the interface are recommended 
paintings extracted by evaluating the similarity of user interest model. Descriptions on 
painter, title, category and the style of drawing are denoted below each painting. 
Recommended paintings are displayed in the descendant order of the degree of 
interest measured by referring to the users of similar interest model. Switching to 
display lower or higher in ranking is performed by clicking buttons on the right of 
recommended paintings. 

 

           (a) Detecting Visual Line and Inner                      (b) Presenting Recommendation of  
Frame of a Painting                                               Paintings 

Fig. 4. User Interfaces 

5   Experiments 

5.1   Quality Evaluation by Object Granularity 

We conducted experiments to evaluate the effectiveness of component object based 
(i.e., sub-region based) information recommendation by comparing it with object 
based (i.e., painting based) information recommendation. We prepared 21 paintings 
whose size is normalized to A3 paper size, and defined sub-regions based on 
depicted component objects in each of the paintings. The number of sub-regions 
ranged from 2 to 4, depending on the subject. The sum of the dimensions of all the 
sub-regions in a painting occupies approximately 80% of the depicted area in 
average. We prepared 20 testing subjects, all of them were graduate and 
undergraduate students who are unprofessional in art. Each testing subject was  
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instructed to stand in front of a painting, and the distance between an eye of the user 
and the picture was kept to be 50cm in each trial. The threshold to classify an 
interest model into positive high correlation by rab was set to 0.7, which was 
determined by pre-experiment. Note that the same condition was applied for 
conducting experiment described in 5.2 as well. 

In the experiments, each subject appreciated 16 paintings first. Gazed sub-regions 
and the duration of gazing are recorded to construct user interest model based on 
component object. After that, each user is instructed to appreciate the rest of 5 
paintings and rate them in accordance with his/her subjective preference. We regard 
this order of preference as the ideal result in information recommendation for the user 
a, which we denote as Ra. In the same way, we denote the order of recommendation 
obtained by component object-based interest model as R'a, and the order of 
recommendation obtained by object-based interest model as R''a. We measure the 
difference of the quality of information recommendation by means of ndpm 
(normalized distance-based performance measure)[9]. We evaluate the effectiveness 
of the component object-based information recommendation by comparative merits 
and demerits of ndpm(Ra, R'a) and ndpm(Ra, R''a).  

Here, we denote n as the number of objects (i.e., paintings) to be listed in order, 
and m denotes the number of pairs where the recommended objects are in the same 
rank but are different from each other. The definition of ndpm is as follows. 
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The value of ndpm denotes the difference of permutation of preference between 
the ideal permutation of preference, Ra,  and the permutation of preference obtained 
by information recommendation, R'a or R''a. The ndpm takes a value that ranges from 
0 to 1, where 0 means two permutations are the same and 1 means two permutations 
have no similarity in the order of the elements. Since the value of 0.5 in ndpm 
corresponds to the theoretical figure where recommendation of object is decided 
randomly, we can argue the recommendation data is determined in desirable sense if 
ndpm(Ra, {R'a or R''a}) takes less than 0.5.  

First experiment is to evaluate the performance between object-based preference 
acquisition and component object-based, i.e., sub-region based preference 
acquisition. As described, the object-based preference is implicitly acquired as the 
gaze duration for a painting, which is normalized by dividing it by average gaze 
duration for a painting. Correlation between the interest model of the target user and 
those of others' are calculated as the same manner as sub-region based interest 
model correlation. 

The result of experiment is shown in the Table 1. According to the result of t-test, 
significant difference is confirmed at 1% significant level. Therefore, we can 
conclude that the sub-region based information recommendation outperforms object-
based information recommendation. That is, information recommendation based on 
sub-region based interest model offers better recommendation than that based on 
component object based interest model. 
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Table 1. The Result of Comparing Object-based with Component Object-Based Information 
Recommendation 

 ndpm(Ra, R’a) ndpm(Ra, R’’a) random 
average        0.27         0.36    0.50 
min.-max.    0.20-0.33     0.25-0.40       -- 

5.2   Comparison Between Implicit and Explicit Interest Model Construction 

The second experiment is to evaluate the quality difference between explicitly 
specified interest model by user's subjective rating and implicitly constructed sub-
region based interest model based on gaze detection. In order to equalize the rating in 
explicit and implicit interest model, both ratings are forced into 5 classes of 
preference (1 to 5; 5 corresponds to maximum positive preference). In constructing 
implicit user model, each subject is instructed to appreciate 16 paintings. Then, the 
degree of interest is measured by the gaze duration for each of sub-regions, and the 
duration is classified into one of the five degrees of interest. After that process, 
implicit interest model is constructed. 

In constructing explicit interest model, each subject is instructed to appreciate 16 
paintings and the strength of interest is manually specified for each of the paintings by 
5 degrees of rating. Each subject was free to change once rated evaluation until the 
end of rating process. 

After that, each subject appreciates the rest of the 5 paintings and rates in the order 
of his/her preference. We regard this rating, ra,  as the desirable recommendation by 
the user a. Here, we denote the order of rating calculated by implicit interest model as 
r'a, and that by explicit model by r''a. The quality of recommendation is evaluated 
with ndpm. 

The result of performance comparison between explicit and implicit construction 
of interest model is shown in Table 2. 

Table 2. The Result of Comparing Recommendation by Explicit Interest Model with Implicit 
Interest Model 

 ndpm(ra , r’a) 
(proposed) 

ndpm(ra , r’’a)  
(explicit) 

average          0.26           0.23 
min.-max.     0.20-0.30      0.20-0.30 

As shown in the table, the value of ndpm of explicit interest model is 0.23, and that 
of implicit interest model is 0.26. According to the result of t-test, there is no 
significant difference between them. Therefore, we can conclude that implicit 
construction of sub-region based, implicit interest model based on gaze detection can 
be the alternative to explicit interest model construction. 
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6   Conclusion 

We proposed the method of implicit construction of interest model of users for 
information recommendation based on gaze detection. According to the experimental 
result, sub-region based interest model outperforms object based interest model. In 
addition, implicit interest modeling by gaze duration is comparable to explicit rating 
for constructing interest model. We think the result is remarkable because the 
proposed method keeps the quality of information recommendation without disturbing 
user's primary activity. 
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Abstract. The 3D Sensor Table system senses the movement of bare-hand and 
recognizes simple hand postures, such as stretched-hand, fist, and knife-shape 
hand. This system is designed for user interaction with real-time two- and three-
dimensional graphics applications. It uses the electric field sensing technique to 
track bare-hand movements up to 30cm away from the display surface. This 
paper describes an overview of the system design, implementation, and 
algorithm for the 3D hand position and posture recognition. 

Keywords: Electric field sensing technique, Bare-hand tracking, Hand-posture 
recognition, 3D display, Human computer interaction. 

1   Introduction 

With the technological advancement, computers become more powerful and widely 
used for various application domains, such as office automation and entertainment, 
with the video game becoming a huge industry. In particular, virtual reality is a 
computer technology that provides immersion, interactivity, collaboration, and direct 
user interface. It is widely used in the area of scientific visualization, education and 
training, medical rehabilitation, etc. As the computer technology paradigm is shifted 
to invisible and existed everywhere, the user interface is also developed to go beyond 
the use of keyboard and mouse. For example, the hand gesture interfaces have also 
been studied extensively recently since they are natural and familiar methods. Gesture 
is an importance means of human interaction, and it is an expressive body motion 
with the intent to convey information or interact with the surrounding environment. 

In virtual reality, the most typical 3D user interfaces are wand (like, a three-
dimensional mouse) or data glove, which provide accurate tracking and hand shape 
information but they are too cumbersome for the use over extended periods. Recently, 
there are some attempts on developing user interfaces for bare-hand human computer 
interaction. Among them, vision-based methods (i.e., with the use of camera) have been 
studied most vigorously. However, these systems have many limitations, such as 
expensive computational cost under lighting conditions, restrictive background, and etc. 
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Other researchers have explored alternative approaches, such as the electric field 
sensing technique, to make the recognition of bare-hand movements easier. However, 
the electric field sensing techniques are mostly developed for two-dimensional or 
non-contact type applications rather than three-dimensional applications. 

In this paper, we present the 3D Sensor Table system which is designed for bare-
hand tracking and hand shape recognition on a three-dimensional (3D) stereoscopic 
display. The aim of this system is to provide natural bare-hand user interaction with 
the 3D imaginary, while freeing users from wearing specialized input devices. The 
system uses the electric field sensing technique for recognizing user’s bare-hand 
movements in three-dimensional space (15 to 30 centimeters from the display 
surface). It can detect multiple bare-hands simultaneously and simple hand postures 
such as straight, fist, and knife-shape. It can also be used in two-dimensional 
applications seamlessly with three-dimensional applications. 

The paper reviews related works on bare-hand human computer interaction. It will 
then describe the system architecture of the 3D Sensor Table system and software 
algorithm for determining bare-hand tracking and hand posture recognition. Finally, it 
will present the conclusion and future research directions. 

2   Related Works 

There are many systems developed for bare-hand tracking and gesture recognition 
using computer vision techniques [1,2,3]. However, they must be restricted due to 
problems associated with vision-based systems, such as, lighting, complex 
background processing, and computation power requirement. This includes non real-
time calculation [4], use of colored gloves [5], expensive hardware requirements (e.g. 
3D-camera or infrared camera) [6][7], restrictive lighting conditions, restrictive 
background clutter [8], explicit setup stage before starting the tracking [9] and 
restrictions on the maximum speed of hand movements [9,10,11,12]. 

The electric field sensing technique computes the capacitance between a hand and 
an insulated array of metal electrodes. The presence of a hand effectively increases 
the electrode capacitance to the ground since the capacitance between a conductive 
hand and an electrode is typically very weak while the capacitance of human body 
with respect to the earth ground is relatively large. This technique has numerous 
advantages against vision-based systems. For examples, it is simple, inexpensive and 
easily scalable in hardware implementation. The better resolution and the larger 
volume of active tracking can be obtained by simply increasing more number of 
electrodes. 

However, the major disadvantage of this technique is mathematical complexity of 
inferring the object’s position and orientation accurately from the indirect 
measurement of electrical properties since the coupling between object and electrode 
is nonlinear. Hence, the object’s position and orientation is determined in terms of 
ambiguity classifications and probability distributions. Another drawback is the type 
of object being sensed is restricted. That is, tracking different types of object requires 
the use of different modeling assumption. The modeling of human hand or body is 
widely used in electric field sensing research. According to Smith [15], real time hand  
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Fig. 1. The 3D sensor table system and the system architecture overview 

position tracking using the electric field sensing appears to be feasible, while real time 
orientation tracking is still remained unknown. 

Unfortunately, most near-field capacitive sensing techniques have been used as 
simple touch switches. While there had been some works done on using an electric field 
sensing technique for bare-hand position tracking, the tracking range was a few 
centimeters away from the display surface (and hence, it was not suitable for 3D 
graphics applications) since they were mainly designed for the 2D graphics applications 
[13,14]. 

3   System Design and Implementation 

Fig. 1 shows the system architecture of the 3D Sensor Table. The system consists of 
four main parts: the proximity sensing unit, the signal processing unit, the image 
processing unit, and the 3D display unit. The proximity sensing unit is made up of 
sixteen copper-coated TX (Transmit) wires and twelve RX (Receive) wires arranged 
orthogonally on the transparent acryl board installed on the screen. It measures the 
proximity values on the crossing nodes of TX and RX wires according to the bare-
hand movement over the screen. The signal processing unit transmits proximity 
values of TX and RX signals to the image processing unit. The image processing unit 
computes the proximity detection and posture recognition. The 3D display unit is a 
rear-projection stereoscopic table-type display using two DLP projectors for left and 
right eye image rendering respectively. 

The proximity sensing unit uses the electric field sensing technique derived from 
Faraday’s law for sensing the movement of bare-hand over the screen. It consists of 
sixteen copper-coated TX (Transmit) wires and twelve RX (Receive) wires that is 
0.3mm in diameter orthogonally on transparent acryl board, and the interval between 
wires is 5cm apart. Fig. 2 illustrates the principle of proximity sensing of a bare hand 
over one TX line. When a bare-hand is over the crossing point between TX and one of  
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Fig. 2. The principle of sensing the proximity of bare-hand on 1 TX channel 

the twelve RX wires, the electric current (iTX) that flows through TX wire is constant 
in the normal state because it is related to the size of TX signal and the impedance of 
TX wire. But, the magnitude of the induced EMF (electromotive force) in RX wire 
changes according to the distance between a bare-hand and the crossing point of TX 
and RX wire because some of induced EMF ( 2) flows into the earth through a bare-
hand. Since the induced EMF ( 1) in RX wire decreases as much as it flows into the 
earth, the induced electric current (iRX) is reduced in RX wire. Therefore, if  is the 
induced EMF in the normal state and 2 is the induced EMF that flows into the earth 
when a bare-hand approaches to the crossing point of TX and RX wire, 1 (the 
induced EMF in RX wire) and iRX (the induced electric current) can be obtained from 
Equation (1): 

1 2

1 2
RX

RX RX

i
Z Z

ε ε ε
ε ε ε

= −
−= =
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The signal processing unit consists of the master processing unit (that controls TX 
signals and transmits RX signal converted into digital value to the image processing 
unit) and the RX processing unit (that converts RX signal to be suitable for A/D 
conversion). The master processing unit uses Microchip’s microcontroller, 
PIC16F877A. To control TX signal, it uses two Motorola’s multiplexers, MC14051B, 
and it applies TX signal generated from the Agilent’s wave-generator, 33250A, to one 
of sixteen TX channels one by one. When twelve RX signals enter into RX channels, 
multiplexer connects RX channel to the input terminal of A/D converter one by one. 
After the A/D conversion of RX signals, the digitized RX values are sent to the image 
processing unit through RS232 communication. The RX processing unit transforms 
RX signals from the proximity sensing unit to be suitable for A/D conversion by noise 
filtering, amplification, and rectification. In the RX processing unit, the input signal is 
originally 50 ~100 mVpp, sine-wave AC. The transformer and HPF are used to 
remove other signals except 700 KHz signal. Through this process, 60 Hz noise is 
removed. The national semiconductor’s operational amplifier, LM318N, amplifies  
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Fig. 3. The master and the 12 RX processing in the signal processing unit 

weak RX signals to support high slew rate (70 V/us) that is enough for high precision 
speed operation. LM318N is used to rectify amplified RX signal in AC to change it to 
DC signal suitable for A/D conversion. Finally, the rectified RX signal is amplified to 
have the suitable magnitude (2.5 ~ 5 V) for A/D conversion. Fig. 3 shows the 
photograph of the signal processing unit. 

The image processing unit analyzes the proximity data obtained from the signal 
processing unit to track the position of bare-hand and recognize the hand posture. The 
software algorithm for hand position and posture recognition will be explained in the 
section 4. Finally, the 3D display unit projects the 3D image (created by the image 
processing unit) on the rear-projection table screen. A stereoscopic 3D image is 
produced through the dual-video output of graphics card for right and left image 
respectively, which are connected to two DLP projectors. There are polarized-light 
filters in front of the projector lens to separate the left and right image. The 3D images 
are reflected through the mirror to rear project onto the table screen. Users must wear 
polarized-light filter glasses to see the 3D image. 

4   Software Algorithms 

The image processing unit analyzes the proximity data obtained from the 192 crossing 
nodes (of TX and RX wires) every 33 ms in the signal processing unit. It then finds 
the position of bare-hand and classifies simple hand postures (such as stretched hand, 
fist, and knife-shaped hand). Fig. 4 shows the process of producing the 3D image 
interacted with the bare-hand location and hand postures. 

In the data acquisition process, it receives 384 bytes raw data every 33 ms through 
serial communications from the proximity sensing unit. Next, the proximity data  
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Fig. 4. The proximity calculation and posture recognition process of the image processing unit 

modification is done to make raw proximity data to be more consistent – there is no 
constant initial value in the normal state. Next, the position of bare-hand is detected 
through finding the peak value. Then, the proximity data of 7x7 neighbor nodes 
(among 192 crossing node of TX and RX wires) whose center node represents the 
position of hand is analyzed to classify one of the three simple hand postures, such as 
stretched hand, fist, and knife-shape hand. However, the proximity values are varied 
according to the height of hand location from the screen surface as well as the hand 
shapes. The height of the hand is recalculated from the information of hand posture 
again. Finally, the 3D image is produced according to the hand position and posture. 

The 3D Sensor Table system has 750 (width) x 500 (length) x 200 (height) mm 
sensing ranges that can detect the movement of bare-hands over the screen. The 
system coordinate, x and y, is the same as the two-dimensional screen coordinate 
system, and z represents the height of hand from the screen surface. The 2D hand 
position is measured by finding the peak value on the 192 TX and RX crossing nodes, 
and the height is measured by using the relationship between the maximum proximity 
value and the distance. The resolution of bare-hand tracking on the 2D screen is 5 cm 
because TX and RX wires are arranged by 5 cm interval. When a bare-hand move 
over the screen, the proximity value of crossing nodes is changed according to the 
movement of hand and the crossing node with the maximum (or peak) proximity 
value is selected as the hand position. However, the maximum proximity value  
is changed according to the height of hand (i.e., the distance between hand and the 
screen). In addition, the relationship between the maximum proximity value and  
the height changes rapidly when the hand is located closely to the screen, and the 
proximity value changes gently when the hand is located far away from the screen. 

The 3D Sensor Table system also detects the simple hand posture, such as the 
stretched-hand (the basic default hand posture), fist, and knife-shape hand. This 
posture classification is needed for the proximity value determination because the pr-
oximity value is changed according to the height of hand with the different hand-
postures. In addition, different hand postures can be used for triggering special events 
in human computer interaction – for example, the moment that a user changes his/her 
hand from stretched to fist can be used as a mouse clicking event. The hand posture 
classification method uses only 7x7 neighbor nodes whose center is the position of 
hand determined by the peak signal value. In this system configuration, vision-based 
pattern recognition such as using a predefined template (that simply compares the 
input image and the stored template to detect shape) cannot be used because  
the system resolution is only 16x12 (on the TX and RX wire grid). Thus, it uses the  
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Fig. 5. The eleven crossing nodes used for hand-posture classification in the image processing 
unit 

simple comparison between the central crossing node (that represents the position of 
hand) and the adjacent 7x7 crossing nodes. 

As shown in Fig. 5, the proximity value of eleven crossing nodes (P1 ~ P10) among 
7x7 nodes are used for classifying the hand posture. With the straight-hand posture, 
the distance of tracking bare-hand is about 30 cm away from the screen. On the other 
hand, the distance of tracking a fist hand or knife hand shape is about 15 cm away 
from the screen, and the error rate is also increased as the height of hand goes higher 
than 15 cm. This means that the range of tracking hand position and posture is limited 
within the distance of 15 cm away from the screen in order to use hand-posture 
changes for events. In a preliminary user evaluation, the accuracy of hand position 
detection was about 80 ~ 90 % and the accuracy of classifying the hand postures was 
about 80 %. 

5   Conclusion and Future Works 

This paper describes the 3D Sensor Table system designed for the bare-hand human-
computer interaction with the stereoscopic three-dimensional display. The system 
allows users to move their bare-hand over the screen and interact with 3D images 
without wearing any special input device. This system implements the electric field 
sensing technique on the sensing board installed on the screen of the 3D display. 
Also, it can be installed on any display surface, such as front-projection screen, rear-
projection screen, or a regular flat screen monitor (e.g. LCD). The system can track 
bare-hand movements within 15 to 30cm from the display surface depending on the 
hand shapes (i.e., it detects a stretched-hand nearly 30 cm), and it distinguishes three 
simple postures, such as stretched-hand, fist, and knife-shape hand posture. This paper 
presents the system architecture and the software algorithm that detects the proximity 
value changes according to user’s bare-hand movements and simple hand postures 
over the proximity sensing unit installed on the 3D display surface. It can also be used 
in non-contact two-dimensional graphics applications. 
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The system detects the hand movement at the speed of about 30 fps (with the 33 
ms of the sensing refresh rate). The proximity sensing unit resolution is 5cm interval 
(i.e., 5 cm interval between TX and RX crossing nodes in the proximity sensing unit, 
and 5 cm interval of height range). The 3D Sensor Table system measures the height 
of hand (i.e., the distance between a hand and the screen) discretely in seven regions, 
0, 5, 10, 15, 20, 25, 30cm. The stretched-hand posture can be detected up to 30 cm 
away from the screen, and the fist posture and knife-hand posture can be sensed up to 
15 cm. This system is more robust on the lighting condition or complex background 
than most vision-based bare-hand tracking systems. It is easily extensible in the 
resolution or the size of proximity sensing unit by simply adding more electrodes and 
making the sensing unit more fine grid structure.  

In addition, we believe, the system will detect hand shapes more accurately if the 
TX and RX crossing nodes are rearranged to shorter intervals (such as, 1 cm) and it 
will also extend the proximity height sensing range further if the magnitude and the 
frequency of TX signals are increased. We are planning to make the proximity 
sensing unit wire invisible (i.e., completely embedded into the screen) by using a 
transparent ITO (Indium Tin Oxide) instead of coated copper TX and RX wires 
(currently with 0.3 mm diameter). We will improve the current implementation of 
hand position tracking and posture classification algorithm by adopting neural 
network pattern recognition techniques. Finally, we need to add the hand orientation 
detection algorithm for more natural user interaction. For this hand orientation 
recognition, we will examine the proximity value changes by the presence of bare-
hand and arm over the screen. 
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Abstract. There is an abundance of idea processing tools available for 
individual use while, at the same time, there is a shortage of environments 
supporting collaborative thinking and brainstorming. Additionally, recorded 
transcripts from meetings, conferences etc. principally consist of letters and 
symbols to be used as future aid when recalling the proceedings. We argue that 
this recognition based recording method is limited, since much information 
cannot be captured in literal data. For example, it is difficult for a non-attendee 
to recall and experience an accurate reflection of the circumstances surrounding 
a previous meeting only through these recognition-based recordings. This 
problem stems not only from the inability to record the other attendant’s 
characteristics and conduct, but also from the difficulty to capture the 
atmosphere and other surrounding physical information. Thus, there is a need 
for a system incorporating functions to record physical factors while allowing 
CSCW (Computer Supported Cooperative Work). In our research, we are 
developing a table based collaboration support system not strictly limited by 
time and location. In doing so, we propose an enhanced table with a legible 
input system supporting direct image manipulation and video recording 
functions. 

Keywords: CSCW, Memory recollection, legibility, recognition, direct 
manipulation, Association Memory, Information Filing. 

1   Introduction 

When computers were introduced to offices around the world, the expectations of 
increased efficiency and the realisation of the paperless office suddenly seemed 
possible. In reality, however, it cannot be said that these aspirations have been 
achieved. Moreover, although it can be argued that computers have contributed to 
quality improvement in design work, they have simultaneously brought extended 
working hours as a side effect. While it can be recognized that the GUI and the direct 
operating environment of personal computers has been helpful to a majority of the 
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users, there is a great discrepancy in the development of computer aided work support 
environments targeting collaborative office work. 

1.1   Our Goal 

Difficulties with present teleconference systems often stem from problems related 
to the lack of ability to accurately read facial expressions combined with sound 
transmission delays. To combat these problems, research development in broadband 
technology, multiple screens utilization and work to attain higher resolution is in 
progress. However, this direction of development does not necessarily improve 
joint work. Rather, it suggests that there is an urgent need to reconsider what a true 
collaborative environment really is. In order to deal with these issues we are 
developing and researching a table type direct manipulation system. 

1.2   Related Researches 

In his paper, Digital Desk [1], Wellner is experimenting with redefining the desktop 
metaphor coupled with the personal computer. In his experiment, a projector and a 
camera was fitted above a desk, projecting images of documents onto the desk that 
were interactive using image recognition technology. This research was pioneering 
in the quest to unite the inside of the computer with the physical world. While this 
technology has been adopted and developed by Kobayashi, Winograd, Rekimoto and 
others, it can be argued that it has merely led to extending the direct manipulation 
utilized in the personal computer world. In the area of research targeting joint work 
between remote locations Wellner´s Double Digital Desk and Yamasaki´s Agora [2] 
can be mentioned. The former utilizes two or more Digital Desk setups and connects 
them by video link, the latter aims to depict the physical arrangement surrounding 
the table and conveying it to a distant location. This research aims to build a 
teleconference system with presence as the key purpose. Using the current 
hierarchical folder system, it is impossible to efficiently access information recorded 
automatically. In My Life Bits [3], a project based on Vannevar Bush´s memex 
vision from 1945, Bell and others explores the possibility of storing and digitalising 
all information obtained through normal life into a hard drive. The digital 
information is then to be processed and sorted to fit in on a timeline, easily 
accessible and visualised later on. The idea of abolishing the folder structure and 
progressing towards a time-line based structure is also advocated by Rekimoto in 
Time Machine Computing [4] 

2   System and Theory 

At our Laboratory, Legible Design System (Fig. 1) has been a research project for 
several years, and we have built a support environment for editorial and design 
purposes.  
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Fig. 1. Legible Design System Fig. 2. Legible Collaboration System Prototype 

The hardware in this research serves as a fundamental derivation. The table we use 
measures 700mm. in height, and has a surface area measuring 900mm in depth with a 
variable length. It is our intention that the table should be in a format allowing not 
only casual meeting style interaction sitting down, but also standing interaction from 
all sides of the table (Fig. 2). 

The system layout consists of a video camera for wide spread capture, a separate 
narrow focus camera for capturing objects in a predefined area, a microphone and a 
display domain equipped with position sensing technology. (Fig. 3) 

 

Fig. 3. Conceptual Design 

We manufactured act@cubes™ for trial which is based on above compositions. 
The concrete system premised production. This system proposed several ideas as 
operation for surface. (Fig. 4) Further, novel design is on progress with new sensing 
system for embodiment multi-pointing operation. (Fig. 5)  
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Fig. 4. act@cubes™ Fig. 5. Novel design on progress 

2.1   Capturing Objects 

While it can argued that we live in the computer age, it does not necessarily mean that 
all information available is digitalized. Effectively sharing physical information, 
exchanging opinions and communicating between different locations in different 
time-zones grow increasingly difficult. The only solution to accomplish this is to 
digitalize the information. We use the wide angle capture camera for this purpose 
(Fig. 6). The narrow focus camera is used to capture in high resolution. The capture 
operation is carried out by placing the object on the capture podium. A pressure 
sensitive switch underneath the podium serves as the capture control. After an object 
has been captured and digitalized, it automatically slides into the projected screen area 
on the table. The captured data is saved in a database as an object, and direct 
manipulation such as rotation, movement, duplication, deletion and scaling can be  
 

 

Fig. 6. Image capturing 
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performed through finger input. If the captured object is not used for a set period of 
time, it will gradually fade out from the screen in order to keep the table clean and 
provide space for other interaction. This is an automatic cleanup mechanism for the 
table, and control of transparency levels can be executed by the user at any time. In 
addition, the reason for the existence of two separate screen domains is to avoid 
picture degradation by the video loop between the camera and the screen. 

2.2   Circumstance Recording and Linking 

Our system is designed to capture information not only based on what is happening 
on the table, but also information from a close proximity around the table via the wide 
angle camera. For example, data recording of who is present around the table, who 
operates what on the table, who is speaking etc. The main objective of the wide angle 
camera is not to capture high resolution images of the people, but rather to capture 
and record the atmosphere of the surrounding interaction. In order to catch this data, 
the camera and the microphone can be set to alternate modes. We are also exploring 
the possibility to process people as shadows. Our current experiment is designing a 
trial system utilizing shadows which is an abstract information as a concept when 
displaying attendance of other participants. Remote users are represented as hand 
shaped shadows on the surface of a table. (fig.7) 

 

Fig. 7. Shadow form a remote place 

2.3   Collaboration in Co-location 

Research involving remote collaborate activities is conducted in various fields for 
various purposes. Most of this research is limited to overcoming physical limitations 
and aspects of remote collaboration. However, there is a lack of research focusing on 
co-location. The trial system being developed is not only supporting remote 
collaboration, it also includes a new style for conducting remote collaborative work. 
Further, depending on how the system is connected, it can dynamically display how 
many people are participating simultaneously. (Fig.8) 
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Fig. 8. Direct connection 

2.4   Multi-point Sensing and Object-Finger Parallax 

It is exhausting operate a machine with a different glance position of the operation 
and the position of the tool. It is the largest problem of current personal computers 
GUI, and it is mysterious that most people are using this interface without 
questioning it. On the other hand, to solve physical position differences, some 
researchers and developers are trying to utilize touch panel technology on PC’s 
and PDA’s. However, it alone cannot totally solve the problem of keyboards that 
have different insertion point and physical key position. These alternatives do not 
reach the production efficiency of an existing personal computer by far. We 
believe that using direct manipulation with an entire table width will become 
breakthrough, and that multi-user finger recognition technology and specialized 
tools for operation are important. 

In this trial, the table has a non-sensible area around the edge, so participants can 
safely put their hands or other objects there without affecting the input functions. 
Also, with this system, it is possible to put thin objects like document paper, pencils 
and notebooks on the sensible area. This system is using NEXTRAX™ technology 
[5] which has infrared sensors to recognize multi-point interaction. Therefore, two or 
more people simultaneously are able to operate this system. Moreover, a pen tool is 
available for drawing purposes. The drawing is managed as drawing-object in the 
system as well as capturing-object. The objects gradually fade out from screen, so this 
system has no need for clearing screen function. 

2.5   Timeline Visualization 

It is virtually impossible by using the folder concept on a personal computer system to 
retrieve information that has been automatically recorded. Therefore, we are 
proposing timeline visualization as a basic axis for solving this problem. There are 
two modes for this system, one is a recording mode and the other is a memory recall 
mode. In contrast, the recording mode automatically collect information, the memory  
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Fig. 9. Time-line Visualization 

recall mode can then be used to draw out past information from the data storage. In  
the memory recall mode, the recorded video image is projected onto the screen 
overlapping the timeline visualization horizontal axis. (Fig.9) 

Additional information like time-stamp, number of participants etc. can also be 
attached to the timeline. The captured objects and the drawn objects mentioned above 
are also represented as thumbnails on the timeline. In other words, the act of capturing 
and drawing are memorized in the system as an event. We are planning to incorporate 
automatic gesture recognition functions; voice information and specialized participant 
related features in future work. Moreover, the transition between recording mode and 
memory recall mode becomes one of the events causing the branch dividing of the 
timeline (Fig. 10), and it is shown to extend like two dimensional graphs. This may 
correspond to a thinking simulation or recalling visualization of our brain. The shape 
of the voice wave is superimposed on the timeline too, as it is convenient to know 
 

 

Fig. 10. Thumbnail and Branching 
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when participants spoke. The displayed thumbnail can be duplicated by simple drag 
and drop maneuvers and it becomes targeted in the operation again. 

In this concept, two timeline operations exist for searching. One is a time shifting 
slider; the other is a time unit slider. The participants can freely move from one 
position to another on the timeline like in a time-machine by using the time shifting 
slider function. Using the time unit slider, users can browse information from a bird’s-
eye view. Unlike the folder concept were it is not possible to really see what is inside 
a folder until opening it, this system allows for seamless browsing of complete 
information while permitting free movement between upper and lower level views. 
(Fig.11). 

 

Fig. 11. Timeline Structure 

3   Conclusions and Future Study 

In this research, Legible Collaboration System was deployed experimentally. We 
found the system to be easy to use even for participants inexperienced with similar 
technology. Information sharing between participants and memory recall support 
functionality works well. At present, we are planning further experiments for data 
collection. And, we would like to attempt to utilize this system for sharing 
information with remote places. Other issues currently being worked on include 
accuracy improvement of the infrared sensor and the expansion of tools which are 
available in the system. 
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Abstract. Advances in dynamic map interfaces have turned maps into interactive
media. These dynamic interfaces respond to users’ operations in real time, and
present fully visualized geographic information. However, the current systems
have only reacted to explicitly specified user intentions. For example, users have
been required to elaborately specify visible layers to fully utilize a map interface.
In contrast, we propose a method of adjusting the way a map interface is presented
by estimating the users’ intentions based on their operation history. By reducing
their operations, the system facilitates the use of maps especially for novices. It
is especially effective in online or mobile map interfaces, where it is difficult to
adjust the presentation of the map interface, due to the limited bandwidth and
the size of the interface. This paper specifically focuses on the trajectory, which
is a series of panning operations, and discusses our inference of users’ implicit
intentions.

Keywords: Map interface, user intention, trajectory, oeration history.

1 Introduction

Advances in dynamic map interfaces have turned maps into interactive media. Map in-
terfaces on the Web or mobile devices have recently been dramatically increasing the
opportunities for general users to benefit from dynamic maps. However, a map pre-
sented on the Web or a mobile device suffers from two limitations. The first is the data
transmission bandwidth and the second is the limited size of the presentation area. It
is necessary to adjust the content to meet users’ intentions in such cases to reduce the
amount of information being transmitted or presented.

One way to infer users’ intentions is to use their operation history. Conventional
map interfaces have only responded to each user’s operations, and not to the series of
operations. This paper proposes a system that infers users’ intention from a series of
operations. Here, we do not discuss highly sophisticated functions for special-purpose
map interfaces such as those used for spatial analysis by GIS (Geographical Information
Systems) specialists. Instead, we cover a basic series of operations done by general users
and infer their intentions.

Although actual implementations of such advanced functions may vary, we can have
an abstract model. We discuss such a model in this paper. Some of the use case scenarios
of a map interface are described below.
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Search task: John wants to visit the new Toni’s Restaurant in the downtown area. He
types in the address, locates the building, and finds his way from the nearest station.

Browse task: John watches a TV show and wants to know more about the Imam Square
in Isfahan, Iran. He types in the place name, and browses around to get better knowledge
of the square, such as the names of the buildings surrounding it.

Note that there is a significant difference between two tasks in types of information
required by the user, and also in the user’s operations involved in performing the tasks.
We focus on such differences to optimize the information presented to the user on the
map interface.

The rest of the paper is organized as follows. Section 2 describes related work. Sec-
tion 3 discusses users’ operations and their intentions on a dynamic map interface. Sec-
tion 4 describes an application built over the framework of our model, and discusses
our evaluation of its effectiveness. Section 5 is the conclusion.

2 Related Work

Dynamic map interfaces are currently made available in many ways. A number of Web-
based dynamic map interfaces are especially prominent. Google’s local search service,
Google Local, presents search results on a map interface [12]. Yahoo! Local Maps is a
map-based local Web-search system provided by the major portal site, Yahoo! [13].

Claypool et al. discussed the estimation of intentions based on user operations on
a Web browser [4]. Mouse clicks, mouse movement, scrolling and elapsed time were
measured using a special browser, The Curious Browser. The system obtains implicit
ratings of each Web page using such measures. Their method was based on the user’s
operations on a Web browser, therefore was specific to Web browsing.

Nielsen described a non-command interface as a next generation user interface [5].
Their proposed interfaces involve portable devices that estimate user intentions from
the environment that they are involved with. Hijikata extracted user interests from the
mouse motion of a Web browser, and used them in relevance feedback to search for
similar documents [6]. The system uses only the parts that the user might be interested
in, instead of using the entire pages. Text tracing, link pointing, link clicking and text
selection were used to determine the part the user is interested in.

Mueller and Lockerd developed a system, Cheese, which records mouse movements
and infers the user’s interest [7]. Unlike our research which aims to automatically adjust
the map features, their goal was to help content providers to increase the effectiveness
of their interface design when creating a page manually.

Goecks and Shavlik described a method of obtaining user’s interests by measuring
the number of hyperlinks clicked or the amount of scrolling performed [8]. After train-
ing, the system could predict 1) the number of clicks on hyperlinks, 2) the amount of
scrolling, and 3) the amount of mouse movement by analyzing the Web text. Although
the system does estimate the user’s intention, application of the result was not in the
focus of their paper.

Weakliam et al. discussed inference of the users’ intention on a map interface from
their past behavior stored in a log file. Their research was different from ours in that
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their main goal was to find the most relevant geographic features from past operations
[1]. There method stores operation history for a long period of time, and gradually adopt
to the user’s preference. On the other hand, our method reacts almost instantly to the
user’s operation and dynamicaly changes the map content.

Hiramoto and Sumiya proposed a system of searching Web content based on a series
of user operations on a map interface [2]. Their aim was to search relevant Web content
to match the user’s intention, rather than adjusting the content in the map interface as
our system does. Zhang et al. discussed location-based spatial queries for mobile clients
moving around in space [9]. Their method employed a validity region to reduce the
number of frequent updates from closest neighbors. Tao et al. discussed the assignment
of closest neighbors to every point on a line segment [10]. Ishikawa et al. proposed a
function to search information for car navigation systems along their trajectories [11].
Their work was based on locating a moving object and establishing its velocity at points
along the route.

3 User Operations and Intentions in a Dynamic Map Interface

This section describes our modeling of user interactions with a dynamic map interface.
The process, when they interact with a dynamic map interface, involves three layers:
semantic intention, action intention, and operation. The distinction between semantic
and action intentions has been discussed by Chen et al. [3].

Semantic intention is a long-term intention characterized by meaningful information
obtained using the map interface. It is the user’s goal in using the interface. Action
intention is a short-term intention, characterized by the resulting state of the map in-
terface. Action intentions are planned to achieve semantic intentions. Operations are
performed to achieve action intentions.

We will define concepts and discuss them in detail in the sections that follow.

3.1 Definitions

This subsection defines the special terms used in this paper. The elements of a dynamic
map interface are defined as follows:

Map interface: A user interface that presents a map and a tool set.

Map-view area: A map presented on the map interface.

Target geographic area: The physical area in a geographic space that is presented
on a map-view area.

Area of interest: The physical area that the user has interest on.

Item: An element that could be presented on a map interface. An item generally
contains spatial data used to determine where it should be presented on the map
interface. Some items are points, while others are lines or polygons.

Layer: A set of items belonging to a specific category.

Response: An activity carried out by the system that is evoked by user operation.

Relevant layer set: A set of layers in a GIS that is relevant to the user’s intention.



Presentation of Dynamic Maps by Estimating User Intentions from Operation History 159

Fig. 1. Definitions of areas on map interface

3.2 Inference of Intention Based on User Operations

This section discusses the inference of user intentions from the feature values of oper-
ations. We discuss two ways of distinguishing panning operations. The first is distin-
guishing between a route-oriented pan and a goal-oriented pan. The second is distin-
guishing between a reach-to pan and a search-around pan.

Route-oriented pan and goal-oriented pan: There are at least two types of panning
operations with different intentions as discussed in Section 3.

The first is a route-oriented pan, where the user is panning to find information along
a route. The second is a goal-oriented pan, where the user wants to reach a certain
destination, and is not interested in the regions in between. These are the two distinct
types of intentions for panning, and must be distinguished from operations. Figure 2 is
an illustration of these two types of pans.

Fig. 2. Route-oriented pan and goal-oriented pan

A series of panning operations results in a trajectory. The system with our method
aggregates data concerning the trajectory and estimates the user’s intentions. We
propose relative-width as a measure of representing the level of route-orientedness and
goal-orientedness. Relative-width r(T ) of trajectory T is defined as

r(T ) :=

∑
i |xi ×

∑
j xj |

|∑j xj |
∑

j |xj | (T = {x0,x1, · · ·})
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xi is a series of the user’s panning trajectory, T , expressed in vectors, segmented either
by a temporal or spatial threshold. × is the outer product. r is dynamically calculated
as panning continues. The pan is straight when r is zero. The pan moves further from
being straight as r gets closer to one.

Reach-to pan and search-around pan: There are another two types of pans, i.e.,
reach-to and search-around pans. A reach-to pan is performed when users know the
direction to the target object prior to panning, but not the distance. They therefore drag
the map interface until the map-view area reveals the target object. A search-around pan,
on the other hand, is performed when users do not know the direction or the distance to
the target object. Figure 3 is an illustration of these two types of pans.

Fig. 3. Reach-to pan and search-around pan

We propose directness as a measure representing how direct the pan will be. Direct-
ness d(T ) of trajectory T is defined as

d(T ) :=
|∑i xi|∑

i |xi| (T = {x0,x1, · · ·})

xi is a series of a user’s panning trajectory, T , expressed in vectors, segmented either
by the temporal or spatial thresholds. d is dynamically calculated as panning continues.
The pan goes straight to the target when d is equal to one. The user returns to the
original point when d equals zero. Although there have been cases where users reach
search targets and return, these are rare, and more plausible estimates are when they
have searched around to find their item.

4 Application

This section describes an actual implementation of our model of inference of intentions
based on the operation history.

4.1 Reducing Amount of Data Being Transmitted

Reducing the amount of data is important on a map interface on the Web or on a mobile
device. While these map interfaces must access their data at great transmission cost,
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users expect their map interface to present the map continuously, even while they are
panning the map. To meet this, most map interfaces download data when the map-view
area has moved a certain distance. However, there are cases where data downloading
is unnecessary. Based on the distinction made in Section 3.2, we propose an advanced
map interface that determines whether to update the map-view area or not. If panning
is estimated to be route-oriented, the system frequently updates the presentation, since
the user wants to see the route in detail. If panning is estimated to be goal-oriented, the
system waits until the user ends panning.

Fig. 4. Reduced downloads by distinguishing panning types

Figure 4 plots the number of occasions data downloads have been reduced by dis-
tinguishing between route-oriented and goal-oriented pans. This is performed in the
following way.

Parameters: Coordinates of map center, time stamp
Record history: Trajectory T
Calculate measure: Relative-width r(T )
Distinguish intentions: Route-oriented pan/goal-oriented pan
Decision: Whether to download new data or not

4.2 Presenting Surrounding Elements

Landmarks are significant geographic objects that are used to determine directions and
locations. They are commonly presented on the map-view area of a map interface.

In addition to landmarks within the currently presented geographic area, landmarks
outside the area also help users to locate themselves and to determine the directions
for panning or expand the geographic area being presented. It is necessary to distin-
guish whether the surrounding landmarks will satisfy users due to the limited space for
presentation.

If they know which direction they want to move their map-view area, presenting
surrounding landmarks is redundant. If their intention is to search around the area, on
the other hand, presenting surrounding landmarks is often helpful.

Figure 5 is a snapshot of our implementation that presents surrounding landmarks
around a map-view area. It shows distant landmarks in the direction they exists.

The system either shows or hides surrounding landmarks based on user intentions in
panning. This is perfomed in the following way.
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Fig. 5. Presentation of surrounding landmarks

Parameters: Coordinates of map center, time stamp.
Record history: Trajectory T .
Calculate measure: Directness d(T ).
Distinguish intentions: Search-around pan/reach-to pan.
Decision: Show or hide surrounding landmarks.

4.3 Evaluation

We did experiments to validate one of our proposed measures, relative-width, which
was used to distinguish between route-oriented and goal-oriented pans. We used a map
interface implemented on a Java applet for the experiment. The trajectory of the map
center was recorded as log data.

We conducted experiments to distinguish between route-oriented and goal-oriented
pans. The origin and destinations that we used in the experiments were as follows.

Origin: Kyoto Station.
Destinations: Arashiyama Station, Iwakura Station, Yamashina Station, Uji Sta-
tion, Katsura Station, Ohyamazaki Station, Kinkakuji Temple, Ginkakuji Temple,
Koryuji Temple, and Kyoto University, Chuushojima Station, Kurama Mountain,
Matsuo Shrine, Jingoji Temple, Sanjo Bridge, Ryukoku University, Doshisha Uni-
versity, Shijo Bridge, Ritsumeikan University, Kyoto Industrial University.

Users did route-oriented and goal-oriented panning to the same destination, by man-
ually dragging the map interface from the origin to the destination. They dragged the
map-view area along the route for route-oriented pans, changing the direction at inter-
sections if necessary. For goal-oriented pans, they dragged straight to the destination,
until the map-view area revealed the target item at the center. Directness d and relative-
width r defined in Section 3.2 were calculated for each of the trajectories.

Figure 6 and 7 plot the resulting measurements. X-axis indicates entries in decreasing
order of relative-width and directness for route-oriented pans, respectively.

They indicate that relative-width is a better measure of distinguishing between route-
oriented and goal-oriented pans than directness. The average value of directness for
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Fig. 6. Relative-width for route-oriented and goal-oriented pans

Fig. 7. Directness for route-oriented and goal-oriented pans

route-oriented pans was 0.783. The average was 0.897 for goal-oriented pans. In con-
trast, the average value of the relative-width for route-oriented pans was 0.464. The
average was 0.239 for goal-oriented pans.

We also did experiments on distinguishing between search-around and reach-to pans.
The search targets used for the experiments were as follows. Users knew neither the
direction nor the distance to the target for search-around pans. They knew the direction
to the target, but not the distance, for the reach-to pans.

Destinations: Kiyomizudera Temple, Sanjo Bridge, Kinkakuji Temple, Chuusho-
jima Station, Shijo Bridge, Kyoto Industrial University, Seiryouji Temple, Jingoji
Temple, Ryouanji Temple, Kouzanji Temple, Sanzenin Temple, Doshisha Univer-
sity, Matsuo Shrine, Ryukoku University, Nijo Station, Kurama Mountain, Toget-
sukyo Bridge, Ritsumeikan University, Kangetsukyo Bridge, and Kyoto City Hall.

Figure 8 and 9 plot the resulting measurements. X-axis indicates entries in decreasing
order of relative-width and for search-around pans and directness for reach-to pans,
respectively. They indicate that both the directness and relative-width are potentially
useful for distinguishing between search-around from reach-to pans. The average value
for directness for search-around pans was 0.495. The average was 0.895 for reach-to
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Fig. 8. Relative-width for search-around and reach-to pans

Fig. 9. Directness for search-around and reach-to pans

pans. The average value, on the other hand, for the relative-width for search-around
pans was 0.544. The average was 0.218 for reach-to pans.

5 Conclusion

This paper discussed a model for adjusting the presentations of a map interface based
on the inference of users’ intentions expressed by their operation history. The system
uses the trajectories of map movement to estimate their intentions. We conducted ex-
periments to evaluate how effective the methods we propose were. The results revealed
our method in an original situation was more effective than when it was not used.

We intend to employ learning mechanisms to distinguish between types of panning
as well as the relationships between panning and zooming in future work. Zooming is
a fundamental part of the dynamic map interface. Information on the speed of panning
will also be considered.
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Abstract. We propose a method for tracking an object from a video sequence 
of moving background through the use of the proximate distribution densities of 
the local regions. The discriminating features of the object are extracted from a 
small neighborhood of the local region containing the tracked object. The 
object’s location probability is estimated in a Bayesian framework with the 
prior being the approximated probabilities in the previous frame. The proposed 
method is both practical and general since a great many of video scenes are 
included in this category. For the case of less-potent features, however, 
additional information from such as the motion is further integrated to help 
improving the estimation of location probabilities of the object. The non-
statistical location of an object is then derived through thresholding and shape 
adjustment, as well as being verified by the prior density of the object. The 
method is effective and robust to occlusion, illumination change, shape change 
and partial appearance change of the object. 

Keywords: Object detection, object tracking, density estimation. 

1   Introduction 

Object tracking in video sequences is an important task in computer vision, which can 
be applied to a variety of fields such as surveillance, process control, medical 
treatment, machine intelligence and object copyright protection. The challenges are, 
firstly, the appearance of object being continuously changing with the change of pose, 
location, illumination, occlusion, as well as the internal change of the object, and the 
object model based on the color or derived features may vary significantly throughout 
the video sequences. Secondly the computational load is high and therefore critical for 
real-time applications. Fortunately, by the nature of the tracking process, the objects 
in many such applications would need neither recognize the object precisely nor 
identify the object shape accurately. Capturing the whereabouts of the object in the 
subsequence frames under different conditions is hence the main focus. 

Though the appearance of an object may vary quite largely within a video 
sequence, yet we know it bears only small changes in any two successive frames in 
most situations. Adaptive methods such as adaptive deformable template approach in 
the literature were adopted to improve the tracking accuracy by updating the current 
information for next frame. Features used for capturing an object are normally the 
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color, edge or shape, and those mathematically derived from them. In terms of color 
features, the algorithms include template matching, histogram matching and points 
matching [1,3,14-16]. In term of shape features, there are active contour approaches, 
edge matching and deformable shape approaches [2,8-12]. Another important piece of 
information in video sequences is the temporal features. Many algorithms now 
integrate the motion information to track an object [2,13]. However, purely motion 
based approaches may exclude the situation where the object becomes static during 
certain time interval. Paragios el al [2] proposed a method by modeling the inter-
frame difference data as a mixture density from motion and static component, then 
integrated the motion information into geodesic active contour functions. The 
Condensation algorithm in [6] utilized “factored sampling” and learned dynamical 
models, together with the visual observations, to propagate the probability distribution 
through the frames.  Color approaches from early template match or histogram match 
to later probability estimation have also been investigated. Comaniciu et al [1] 
regularized the feature histogram-based target representation by spatially masking 
with an isotropic kernel. The target localization problem becomes finding the local 
maxima of the similarity function.  

To avoid the intensive location searching or exhaustive pixels matching, we 
propose in this work a method that tracks the object in a video sequence based on 
the characteristics of the local region density. By approximating the local object and 
background densities, the object probability (refering to the probability of a pixel 
belonging to the object) is then obtained within a Bayesian framework. The 
characteristics of the density features lead to a slight formula adjustment in the 
object density computation. This paper is organized as follows: Sections 2 
introduces the feature selection to be used in the object density estimation later on. 
Section 3 describes the tracking strategies based on the density feature. 
Implementation and experimental results are shown in Section 4, and finally 
Section 5 is the conclusion. 

2   Feature Selection 

Object features include color, shape, gradient and other derived properties. Some of 
the features may be more suitable than the others for the tracking purpose depending 
on the particular individual circumstances. In what follows, we will investigate how 
to select proper object features to achieve a better tracking performance. 

2.1   Discriminating Feature  

Significant features such as strong edges, smoothing uniform color or regular texture 
are known to be good in general for capturing an object. On the other hand, the 
contrast of the features between the object and the background are also good for 
tracking an object. It is naturally anticipated that for the effective tracking an object 
feature that distinguishes itself more from the background is a better choice than those 
more similar to the background. The object features that are similar to the background 
would decrease the accuracy of capturing an object, and could even lead to a tracking  
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failure, whether or not the features are significant on their own. In a dull environment, 
a bright color of the object is a good choice for tracking, while in a bright 
environment the dark color of the object is more suitable. In this connection, a 
segmentation method [5] was proposed to extract bright targets filtered out by wavelet 
techniques, while a feature selection mechanism [4] was presented to evaluate 
features used to improve the tracking performance. In our work, we propose to select 
features for the tracking based on the contrast of probability density between the 
object and its local background from different feature spaces. The main strategy is to 
make use of an optimal segment of density distribution from different sources. These 
density segments sought for such purposes can be used in the later steps, and the 
density of object in the current frame is calculated with the approximate density from 
previous frame. 

       
                (a)             (b)                       (c) 

Fig. 1. (a) Object and local background. (b) Object, local background and mixture density. (c) 
Difference of densities between object and local background. 

In order to examine the local density, we first use a simple shape such as an ellipse 
to approximate the object, as show in fig. 1(a), (or another shape based on the 
characteristics of the object so that it better covers the object), while the local 
background is estimated on an annular area with a larger ellipse. In fig. 1(b), the solid 
(blue) line is the object density pA(x) obtained from the smaller ellipse, the dotted 
(red) line is the local background density pB(x) obtained from the annular area, the 
dashed (green) line represents the mixture density pM(x). The mixture density is the 
weighted sum of the object density and the local background density via  

)()()( xpPxpPxp BBAAM += , (1) 

where x is the pixel intensity, and PA and PB are the weight values with PA + PB=1. 
For two densities of the shape in figure 1(b), where object density and local 
background density are well separated with some overlapping, we propose to use an 
approximate density for the subsequent frame to obtain the object density, which will 
be described in detail in the next section. We here describe only the initial processing 
that determines which density segment is to be selected and how to tune the densities 
so that the low density in one feature can be complemented by the high density in 
another feature.  

Let use define the difference of the two densities by f(x)=pA(x)-pB(x). Then the 
density segment may be suitable for object tracking if f(x) is sufficiently large there. If 
both pA(x) and pB(x) are very small on a segment, then the segment is not suitable for  
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detecting the object presence because it does not have enough discriminating power 
and the result would be unpredictable. We can measure the suitability by the relative 
value f(x)/pA(x), where a larger value would correspond to a better performance for 
the tracking. If the density is approximated by a Gaussian distribution, we can also 
measure the performance by the model parameters. To reduce the approximation 
complexity, we can simply use the area centre of the positive difference f(x) as the 
landmarks. The higher the centre is located, the larger the difference between object 
and local background. 

2.2   Optimal Feature Density 

The object densities from different feature spaces may have different characteristics. 
In most cases, they would not be all the same; otherwise the object and its local 
background are almost the same. Out goal is to find the ideal candidate density 
which has maximum difference between object and its local background. In other 
words, we choose a feature so as to best distinguish the object from its local 
background. A density may be derived from the RGB space, HSV space or from 
other properties such as the smoothness. The total difference of object density from 
local background in a positive portion can be calculated by Ω+= f(x)>0 f(x)dx. We can 
compare Ω+ as well as the area centre of the positive f(x) among several different 
feature spaces, and choose the feature that has larger Ω+ and higher centre point. For 
instance, the densities of object and background may overlap too much in RGB 
space, but may be able to separate in saturation within HSV space, as shown in fig. 3 
(b) and (c), or the densities in hue space can separate better than the intensity as 
shown in fig. 2 (a), (c). 

2.3   Complementally Feature Densities 

As shown in fig. 1(c), the leftmost part of the object density from intensity is well 
separated from the local background density, yet the other part on the right will result 
in weaker object detection or missing area. For better representing the object, we can 
combine the optimal parts of different densities from different feature spaces, which 
may complement each other for a fuller object representation.  

Though all densities exhibiting larger difference can be used, more densities used 
may increase the accuracy; it also increases the computation unnecessarily if less is 
enough for the tracking purpose. One reason for looking into other feature densities 
is that the selected object density could have a (not small) part overlapping with the 
background density, and the difference between them is not large, which means 
there would be some area missing in the object representation. Therefore the size of 
the density overlap and the extent of the difference can be used to make a decision 
on whether to utilize an additional feature property. In fig. 1 and fig. 2, for instance, 
we can observe there is a portion of object density on the right that is overlapped in 
fig. 1(b), and the difference of this part is small in fig. 1(c). We also observe that 
the object has another property which is the smoothness, as shown in fig. 2(g). This 
indicates that we can combine these two set of densities to better represent the 
object.  
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3   Proximate Density Approaches  

The object tracking is conducted according to the features of the object. For the object 
with feature density exhibiting discrimination, we propose to use local densities of the 
object and its surrounding background for its tracking. The method uses the proximate 
density based on Bayesian rule. For non-discriminating densities, other information 
such as the motion may be needed to improve the estimation. 

3.1   Discriminative Density 

Bayesian inference is a method in which latest evidence or observation is utilized to 
update or to newly infer the probability of a hypothesis being true. Given a complete 
set of n+1 mutually exclusive hypotheses Hi, the estimated prior probability p(Ho) of a 
hypothesis Ho can be improved into the posterior probability p(Ho|D), if a set of 
additionally observed data D is to be used to further improve the probability 
estimation. More precisely, the posterior probability p(Ho|D) of the hypothesis Ho can 
be calculated through the use of the prior probability of the hypothesis and the 
probabilities of the observed data under the different hypotheses: 
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where p(D|Hi) is the likelihood of the hypothesis Hi under the observed data D, p(Hi) 
is the prior probability of the hypothesis Hi. The denominator is essentially a 
normalization factor. According to the Bayesian rule, the object probability can be 
expressed as 
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where A and B denote that the current pixel of value x belongs to the object and the 
background respectively, p(x|A) is the likelihood of the current pixel of value x 
belonging to the object, p(A) and p(B) are the prior probabilities, the probabilities 
estimated prior to inspecting the actual pixel value, of the pixel belonging to the 
object and the background respectively. We in general don’t know exactly the prior 
probability of a pixel being on the object or the background; we assume they are 
constant. We also don’t know the exactly object and background density at current 
time t, but we know the densities, especially the object density, would be very close to 
the densities in the previous frame at time t-1, which we already knew. So we can use 
the pt-1(x|A) and pt-1(x|B) in (3) to calculate the approximate object density over the 
current frame. In fact additional simplification on the formula can be made for the 
actual calculation. The advantage of this method over the direct density matching is 
that it requires less iterative searching. In fact, the local object density will in general 
fall into this catalogue when the local region excludes most background by its border 
of an ellipse or other shapes. 
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For the use of multiple feature densities, the object density from the combined 
features is  
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where n is the number of feature densities, and λi ≥0 is the weight factor. This would 
result in a more complete coverage of the object. For a rough tracking, one 
distinguishing feature is enough. Nevertheless the multiple densities approach would 
still increase the robustness of tracking with less impact on the sudden appearance 
change of the object. 

3.2   Non-discriminative Density 

When the object and background densities are not well separated from each other, but 
the difference of main part of density is large, then the method mentioned above is 
still applicable. If however these densities are flat and/or quite close to each other, in 
other words, the object is very similar to its local background regarding to the selected 
feature, the above method alone will not be sufficient to extract the object. One piece 
of information not being used in the above density approach is the pixel space 
relationship. Yet if we establish the space relationship based on the object location, it 
often leads to the iterative location searching. However there is another piece of 
information that can be made use of, the motion information. For the static 
background, we can estimate the motion by the difference data from successive 
frames. We model similar to [2] the difference frame data D’(s, t)=x(s, t)-x(s, t-1) (s is 
pixel location) as a mixture of the background density pb(d) and the motion density 
pm(d) similar to (1), and then determine the model parameters by maximizing the joint 
density using maximum likelihood method. Now we integrate the motion density into 
the calculation of object density as following: 
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The object probability obtained this way would be more distinguishable from the 
local background than the method without the use of the motion information. For the 
moving background sequences, the motion information may be obtained by other 
methods. 

3.3   Object Shape Refinement 

The region an object occupies is obtainable by thresholding the location probability in 
the local area while ensuring the coherence of its neighbor with such as region 
growing, and region consolidation method [6]. The probabilities may not always 
represent the full object shape, as part of object area very close to the background 
may not be well represented by the probability distribution. Such a problem can be 
largely alleviated by projecting the object ellipse in the previous frame onto the  
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current region. Next we compare the object density with the one in previous frame, if 
the error is smaller than a permitted threshold, the local region is defined. The 
background density can’t play this role since the background may have large variation 
if motion is large. The ellipse needs to adapt along with the object moving throughout 
the sequence. The criterion to fit an ellipse onto an object is to ensure that the ellipse 
differs with the object region as less as possible.   

4   Implementation and Experiments  

The following experiments are developed to illustrate the effect on tracking an object, 
due to the density selection, multiple densities, as well as the non-discriminative 
density. One video sequence is showed in fig. 1(a) and another is showed in fig. 4(a). 
These results will also be properly explained and discussed. 

First we inspect the effect of the density shape difference. For this purpose we 
examine a penguin sequence also used in fig. 5. We observe that the hue densities in 
fig. 2(a) are better separated than the saturation and intensity densities depicted in fig. 
2(b) and fig. 2(c) respectively, and the resulting object probability is better 
distinguished from its local background as showed in fig. 2 (d), (e) and (f). Thus the 
hue is the better feature to use for the local proximate density method to capture the 
object for this sequence.  

          

    

                        

a b c 
d e f 
g  h i 
   
   

Fig. 2. (a) Hue density. (b) Saturation density. (c) Intensity 
density. (d) Object probability by hue. (e) Object probability by 
saturation. (f) Object probability by intensity. (g) Smoothness. (h) 
Object probability by smoothness. (i) Object probability by 
intensity and smoothness. 
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a b c 

d e f 
g h i 
   

 Fig. 3. (a) Hue density. (b) Saturation density. (c) Intensity density. 
(d) Object probability by hue. (e) Object probability by Saturation. (f) 
Object probability by Intensity. (g) Object probability by hue and 
saturation (h) Object probability by hue and intensity. (i) Object 
probability by saturation and intensity. 

     
                         (a)                              (b)                         (c)  

Fig. 4. Non-discriminating density tracking 

Additional experiments for combining multiple features are conducted for the 
second sequence (see fig. 4(a)) as shown in fig. 3. From densities in the fig. 3(a) to 
(c), we observe that the saturation is a better feature to separate object from its local 
background than the other two, and the corresponding object probabilities in fig. 3(d) 
to (f) demonstrate this. The multiple densities approach is shown in fig. 3(g), (h) and 
(i), where we combined the hue and saturation together via (4), it has improved the 
results as shown in fig. 3(g). The result manifested in the observation of the density 
distributions. We note that other features or properties can also play a similar role. For 
example, in fig.2, the density distribution in fig. 2(g) shows the object is pretty 
uniform in its color, and when we combine it with the intensity density, it yields a 
better result as in fig. 2(i) than the intensity itself in fig. 2(f). This shows that when we 
take into consideration the smoothness (standard variation) of color, the object 
probability has been enhanced as a result. 
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Fig. 5. Tracking penguin 

 

Fig. 6. Tracking a vehicle 

We now move to experiment with non-discriminative densities such as in fig. 3(c), 
where the object and its local background densities do not separate well in terms of 
the distribution. For this purpose we examine a video sequence starting from image in 
fig. 4(a). We model the motion density and background density from difference frame 
data by the Gaussians, and use the Expectation-Maximization algorithm to calculate 
the model parameters, with the resulting distributions depicted in fig. 4(b). Then use 
the motion information and apply (5) to calculate the object probability. The result is 
shown in fig. 4(c). If we compare it with fig. 3(f) that uses only the intensity 
probability, we see that the additional motion information greatly enhanced the 
performance for the non-discriminating intensity density. 

We now apply our scheme to a complete penguin sequence to see the effectiveness 
of the penguin tracking. Fig. 5 depicts the tracking through the video sequence, where 
the red dot on the penguin indicates the tracking results. We note that on black and 
white images, this reddish shade is not easy to observe. It instead looks like a dot grid 
on the penguin object. Finally illustrate in fig. 6 that the proposal method is applied to 
video sequences of a moving background sequence. In the video sequence in fig. 6, 
the tracked object is the vehicle and the region obtained through the tracking is 
depicted in green dots, which also fall on the red vehicle as expected. 

5   Conclusion 

We proposed a fast object tracking method for video sequences based on the local 
feature densities. The local features are properly selected and the current local 
densities are typically approximated by the densities in the previous frame. The 
object’s location probability is calculated within a Bayesian framework, and the 
motion information is used to compensate for the case of non-discriminating features. 
The method is efficient and robust for most tracking scenarios, and the experiments 
also demonstrated the efficiency of the method in that it does not involve complicated 
modeling and heavy computation as many iterative searching algorithms would. 
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Abstract. Omni-Directional Video (ODV), which is recorded using an omni-
directional camera, has become widely used because of recent advancements in 
digital video technologies and photographic equipment. In ODV, as multiple 
subjects are recorded by the camera, keyword annotation is practically 
impossible. Furthermore, the basic concepts of indexing and retrieval of 
traditional video databases, such as frame and shot, are not applicable to ODV 
data. Therefore, the properties of ODV must be discovered and basic concepts 
must be defined to find out effective ways of indexing and retrieving such video 
data. We developed a new data model that provides operations for the 
composition, searching, navigation, and playback of ODV data based on video 
algebra and spatial properties.  

1   Introduction 

The increased capacity of data storage devices has allowed large amounts of data to 
be collected easily. In the field of video databases, even storing all data and selecting 
specific data for specific applications has become possible. The indexing and retrieval 
of digital video is an important research area for studies on video databases. 

Video data consist of sequences of shots. A single camera shot, usually considered 
as the basic unit of video to be represented or indexed, consists of one or more frames 
generated and recorded continuously, representing a continuous series of actions [11]. 
Temporal segmentation is the problem of detecting boundaries between consecutive 
camera shots. Over the past several years, substantial progress has been made in 
detecting shots based on changes of their visual characteristics, as well as in indexing 
those shots by keywords extracted from text recognition or subtitles. Hence, the main 
focus of research on conventional video databases is retrieval of shots and frames 
from stored video data. 

Technological advances in omni-directional cameras have inspired many 
researchers to rethink the way images are captured and analyzed. Omni-Directional 
Video (ODV) is recorded using an Omni-Directional Camera (ODC), which has a 
360º field of vision. A standard TV camera, which has a 30-60º field of vision, can 
capture only part of scene. As an ODC has a wider field of vision, it can record all 
objects and events occurring around it. Therefore, data retrieval from the ODV is 
different from that of conventional video. Because ODV records a 360º scene around 
the camera, users of the video footage must decide which objects should be noticed 
and what frames should include those objects, and then create a sequence of these 
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frames as a shot. Hence, while conventional video retrieval involves detecting 
segments of shots and selecting needed frames, ODV retrieval involves creating 
frames from video data and connecting them to generate shots. 

We developed a model of ODV that consists of some basic operations for 
generating basic units, such as frames and shots of ODV. With this model, we un-
wrap frame sequence of ODV into panoramic images, and then create frames 
including indicated salient objects. Based on this model, we introduce directional 
relationships between moving objects and frames, by which a shot that tracks an 
object can be generated. 

The next section of this paper reviews related work on models for video data and 
video data retrieval. In section 3, we define some conceptual units of ODV. In section 
4, we propose several algebraic operations to generate frames. In section 5, we 
expand the operations to generate shot from sequences of images. In section 6, we 
describe some applications with ODV in our model.  In section 7, we present findings 
from our studies, and conclude the paper. 

2   Related Work 

Over the past few years, researchers have developed systems capable of providing 
database support for video data. Object Video Database (OVID) [4] is an instance-
based video database system. In OVID, an arbitrary set of contiguous intervals can be 
defined as a meaningful entity called a video object. Inheritable and non-inheritable 
attributes can be assigned to such video objects. Inheritable attributes are shared 
between objects on the basis of an interval-inclusion relationship between them. The 
basic idea is to let video objects share inheritable attributes with their parent video 
objects and make the manual annotation process easier. 

The algebraic video data model [9, 7] is based on the stratification approach [6]. 
Unlike simple stratification, however, in the algebraic video model, the hierarchical 
relationship between the descriptions that are associated with the same video data is 
defined. Several algebraic operations, such as union, intersection, and concatenation, 
are used to define video intervals with descriptions. Parent nodes in the hierarchy 
represent the context of their child nodes. Using the hierarchy, multiple views with 
different contexts can be attached to the same video data. Their work is also based on 
an annotation model rather than a query model. Annotation should be done very 
carefully to ensure that answers are available for any kind of query. It also puts an 
extra burden on annotators to define the relationships between descriptions. 

All of the above works do not focus on the characteristics of ODV data. In ODV,  
a needed portion, which is considered as a frame, is generated from a part of a single 
image in the video. Thus, besides the temporal elements, spatial relationships must  
be considered. A new model to represent ODV is needed. 

3   Conceptual Units of ODV 

3.1   Basic Model of Doughnut-Type Video 

ODV is recorded by an ODC. An example image captured by an ODC is shown in 
Fig. 1(a). As the shape of the image is round and each subject is arranged around the  
 



178 S. He and K. Tanaka 

)a(

)b(

)c(  

Fig. 1. A donut-type image (a) captured by ODC and two un-warped images (b) and (c) from 
image (a) with different baselines 

center of the image, we call this type of image a “donut-type image”. In the concept of 
ODV, this image is also called a “donut-type frame”. 

The most important characteristic of ODV data is called continuous data. Data 
from ODV is continuous-media data. Consequently, any portion of video data can 
become a unit for indexing and retrieval. 

An ODV sequence is a continuous video scene taken by a specific ODC. It consists 
of a sequence of donut-type frames. 

Definition 3.1 (Video object of ODV sequence) 
An ODV sequence O is defined as 

noooO 21= . Here, each 
io is a donut-type  

frame, and i is the number of the frame. The timecode function (denoted by 
)(otimecode ) is defined for each frame 

io  in a video sequence. For example, 

"00'03:02:10")( =otimecode  indicates that frame o  was taken at time "00'03:02:10" . 

io and 
1+io are adjoining images, and )()( 1 ii otimecodeotimecode >+ . 

3.2   Basic Model of Panoramic Video 

While a captured donut-type image is warped, it can be un-warped by computer 
vision techniques [2]. In Fig. 1, two un-warped images from the original donut-type 
image (a) are (b) and (c). We call the un-warped images “panoramic images”. 

Definition 3.2 (Panoramic image) 
Let o  be a donut-type image. The un-warped panoramic image from o is denoted by 

)(ouwp = . Because p is rectangular, it can be represented by two points as 
)),2(),0,0(( Lp π= , where L is the length of the radius of o , and the radian angle 

is π2 (Fig. 2). 

As shown in Fig. 1, the position of a person in (b) is different from their position in 
(c) because the baselines of (b) and (c) are different. Hence, the baseline is an 
important element for un-warping an ODV. By indicating the difference of the 
baselines in two panoramic images un-warped from a donut-type image, a panoramic 
image can be defined as the result of changing the position of the baseline. 
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Fig. 2. Panoramic image p  un-warped from donut-type image o  and another image 'p  with 
different baseline from p  

For example, as shown in Fig. 2, p and 'p  are two panoramic images un-warped 
from a donut-type image o with baselines OA and 'OA  respectively, and dAOA =∠ ' . 
The relationship between p and 'p  is defined below. 

Definition 3.3 (Change of baseline) 
Let p  be a panoramic image un-warped from donut-type image o . As a result of 
changing the baseline of p  in an angle d , a newly generated panoramic image 'p  is 
denoted by ),(' dpTp = , and the original p  can be denoted by ),'( dpTp −= . As a 
special case, )2,( πnpTp ±= . 

By un-wrapping each image in an ODV sequence O , we get a new panoramic video 
sequence P , as defined below. 

Definition 3.4 (Video object of panoramic video sequence) 
The panoramic video sequence P of an ODV sequence O  is denoted as 

npppOP 21)( = . Here, each 
ip is a panoramic frame un-warped from donut-type 

frame
io . 

Because video sequence P consists of rectangular panoramic frames, each point in a 
panoramic frame can be denoted by two-dimensional coordinates ),( yx . In the rest of 
this paper, we use P to represent basic video data instead of the original sequence of 
donut-type images. 

3.3   Description of Salient Object 

A salient object is an interesting physical object in a video frame [3]. Each frame 
usually contains many salient objects. Some of them are moving objects, such as 
walking people or moving vehicles and others are stationary objects, such as desks or 
whiteboards in meeting rooms or houses on streets.  J. Fan et al. summarized several 
approaches for modeling and detecting salient objects corresponding to the visually 
distinguishable image components [1]. These approaches are also adaptable for our 
ODV model.  In many spatial applications, Minimum Bounding Rectangles (MBRs) 
have been used to approximate objects because they need only two points to represent 
objects. In our model, we used MBRs for representing salient objects. 
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Definition 3.5 (MBR of Salient object) 
Let salient object A  be composed of n  points, and each point be denoted  
by ),( ii yx , where ni ≤≤1 . The MBR M  of A  is defined as 

)))max(),(max()),min(),((min()( YXYXAM = , where }1,|{ niXxxX ii ≤≤∈= , and 

}1,|{ niYyyY ii ≤≤∈= . Here, ))min(),(min( YX and ))max(),(max( YX are the coordinates 
of the lower left and upper right corners of the MBR, respectively. 

4   Algebraic Operations for Single Frame 

The first step of ODV retrieval is creating frames from video data.  Because of the 
wide vision field of ODV, a panoramic image can includes multiple subjects.  As 
shown in Fig. 3, a panoramic image is un-wrapped from a donut-type image. There 
are many people in the panoramic image, and each single person can be considered as 
a salient object and can be represented with an MBR. Fig. 3 shows three MBRs with 
green, red and yellow verges severally.   

 

 

Fig. 3. Rectangular areas selected from a 
panoramic image 

Fig. 4. Projection f  in panoramic image p  

 

 

While in conventional video, each frame is a rectangular area; in ODV, each 
panoramic image may include many MBRs of salient objects. In this section, we 
introduce some basic concepts of frame in ODV and propose some definitions and 
algebraic operations for a single frame of ODV.  

4.1   Projection 

A panoramic image that contains several meaningful objects can be considered as a 
scene around a camera. When the camera shoots an object, the object and a 
rectangular portion of its background are taken in a picture. Thus, the picture is a 
projection of a portion of the scene. We developed an operation for projection to 
select a rectangular area from a panoramic image. As shown in Fig. 4, the projection 
of the MBR of an indicated object is defined below. 

Definition 4.1 (Projection of portion in panoramic image) 
Let p  be a panoramic image, and )),(),,(( eess yxyx  be an MBR of object A  in p . The 

projection of the MBR is denoted by )( pf AΠ= . More formally, it is defined as 

)),(),,(,( eess yxyxpf = . 
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We considered the projection of an area in a panoramic image as a single frame of a 
video. For a special case, when an entire panoramic image is a frame, the frame is 
denoted by )),2(),0,0(,( Lpf π= , where )),2(),0,0(( Lp π= , as defined by Definition 3.2. 

4.2   Composition 

Assume there are two objects in a panoramic image. There are two ways to generate a 
frame that contains both of them. One is to get a projection that contains the MBRs of 
each object and the area between them; the other is to generate a new frame in which 
the objects attach to each other. We call the first operation connection, and the second 
attachment. 

Definition 4.2 (Connection of frames) 
For a panoramic image p  and two frames f and g  that project on p , a connection 
of f and g is defined as a new frame of MBR that includes both f and g  and the 
area between them. That is, the connection of f and g in p  is defined as 

))),max(),,(max()),,min(,(,(  ),(
gefegefegsfsfs

yyxxyyxpgfcon = . 

 

dx

dyp

f

'f

 

Fig. 5. Connection of two frames Fig. 6. Frame f in panoramic image p  and 
result 'f  of moving f  by vector ),( dydx  

Notice that in p , f  is on the left of g )(
gsfs

xx ≤ . The operation ),( gfcon   

is read as “connect f  to g  in p ”. In the case of “connect g  to f ”, because g   
is on the right of f , the baseline of p  must be changed to make g  be on the  
left of f  in a new panoramic image 'p  denoted by ),('

gs
xpTp = . In 'p , projections  

of f  and g  are represented by ),2(),,2(,'('
fegsefsgsfs

yxxyxxpf ππ +−+−=  and 

),(),,0(,'('
fegsgefs

yxxypg −= , respectively. This guarantees that in 'p , no objects exist 

on the left of 'g , making the operation )','( fgcon  possible (Fig. 5). 
The operation of attachment makes a frame change its position to attach to another 

one. Hence, before describing the attachment operation, we defined to the movement 
operation of a frame, as shown in Fig. 6. 

Definition 4.3 (Movement of frame) 
Let f be a frame in panoramic image p , and ),( dydxv =  be the movement vector. 
After f moves, the position of 'f  is denoted by ),(' vfmvf =  and is defined as. 

As shown in Fig. 7, the attachment operation is defined below. 
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Definition 4.4 (Attachment of two frames) 
For a panoramic image p  and two disjointed frames f and g  in p , an attachment of 
f  and g  is defined as a new frame of MBR that includes both f  and g , and that g  

moves to the right of f  so that no space exists between them. That is, the attachment 
of f and g in p  is defined as 

))),max(),,(max()),,min(,(,()',(

),(

''' egfeegfesgfsfs yyxxyyxpgfcon

gfattach

==
, 

where ))0,(,('
gsfe

xxgmvg −= . 

 

Fig. 7. Attachment of two frames 

5   Algebraic Operations for Sequence of Frames 

We have introduced some definitions and operations for a single frame of ODV in 
section 4. In this section, we propose some operations for sequence of frames. 

5.1   Projection 

With projections in single panoramic images, the MBR of an indicated object or area 
can be considered as a frame, the basic unit in video data. We expanded the operation 
to deal with a sequence and defined a shot of ODV data. 

When using a normal video camera to shoot an object, two types of shots can be 
generated, those without zooming or panning and those track moving objects. In the 
ODV, these types of shots can be generated by creating frames that include indicated 
areas and objects. Frames of a stable area A  and a moving object B in a sequence of 
panoramic images are shown in Fig. 8. 

Definition 5.1 (Projection of fixed area in video sequence) 
Let )),(),,(()( eess yxyxAM =  be the MBR of a stable area A, and 

npppP 21=  be a 

sequence of panoramic images. The sequence of frames that indicate the MBR is 
represented by )(

)),((
PF

FIXAM
Π= , where the parameter FIX refers to each frame in the 

sequence showing the same area. More formally, it is defined as 
)}1)),,(),,(,(|{ niyxyxpffF eessiii ≤≤== . 

We named this type of sequence the fixed shot because indicating the position and 
shape of the MBRs in each frame is not necessary. Once the MBR of an area is given, 
a shot aimed at the area is generated by the operation. In Fig. 8, the frames that 
contain area A generate a fixed shot. 

In contrast to the fixed shot, we named a shot that tracks a moving object a “float 
shot”. As shown in Fig. 8, a float shot that tracks object B consists of frames that 
contain B. 
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Fig. 8. Sequence of frames displaying stable 
area A and moving object B 

Fig. 9. Sequence of images that contain 
MBRs of objects A , B , and C  

Definition 5.2 (Projection of moving object in video sequence) 
Let P  be a panoramic image sequence denoted by 

npppP 21= . The MBR of a 

moving object A  in 
ip is represented by )),(),,(( eieisisi yxyx . The sequence of frames 

that contain the MBR of moving object A  is denoted by )(
)),((

PF
FLOATAM

Π= , where the 

parameter FLOAT means that calculation of the position information of the MBR of 
the moving object is necessary in each frame. More formally, it is defined as 

)}1)),,(),,(,(|{ niyxyxpffF eieisisiiii ≤≤== . 

The sequence of frames that tracks a moving object may include several float shots. If 
the MBRs of the object in two neighboring frames are disjointed, the two frames are 
considered to be the boundary between two consecutive float shots. Based on this 
presupposition, the definition of a float shot is as follows. 

Definition 5.3 (Float shot of moving object) 
Let 

nfffF 21=  be the projections of the MBRs of a moving object A , with  

the shots that track A denoted by },,,{)(
21)( mAM

sssPS = , where 
baai fffs 1+= , and 

φ≠+1jj
ff )1,1( mibja ≤≤−≤≤ . 

Example: A panoramic image sequence denoted by
921 pppP =  is shown  

in Fig. 9. In these images, objects A, B, and C change their shape and position  
from frame to frame. The projections of each object in the sequence are  
denoted as 

98765321)),((
)( ffffffffP

FLOATAM
=Π , ''''''')(

7654321)),((
fffffffP

FLOATBM
=Π , and 

'''''''''''''''''')(
987654321)),((

fffffffffP
FLOATCM

=Π . 

As φ== 5443 ffff , the projection of A is discontinued, and the set of shots of A 

of is denoted by },{)(
765321)(

ffffffPS
AM

= . 
3211 fffs =  and 

7652 fffs =  are two shots of A 

generated from image sequence P . 
The shots of B are denoted by }'''''''{)(

7654321)(
fffffffPS

BM
= , which includes only 

one shot represented by ''''''' 76543211 fffffffs = . 

Finally, for each ''if  and ''1+if  in )(
)),((

P
FLOATCM

Π , φ=+ '''' 1ii ff , meaning that no 

shots are generated, hence, φ=)(
)(

PS
CM

. 
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Fig. 10. Generation of overview shot Fig. 11. Connection and attachment operations 
in video sequence 

The float shot tracks a moving object by selecting the MBR of the object in each 
panoramic image. There could be another shot with a fixed size and position and a 
wide field of vision. The moving object is shown in each frame of the shot, and the 
viewer can observe the tracking of the object. In this type of shot, named an 
“overview shot”, calculation of the MBRs of moving object a sequence of images is 
necessary. We developed a new operation that calculates an MBR that indicates the 
path of a moving object in a sequence of panoramic images. The definition is given as 
follows. 

Definition 5.4 (Broad MBR of moving object) 
For 

nfffF 21= , a projection of an MBR of an object  A in a sequence of panoramic 

images 
npppP 21= , and for )),(),,(,( eieisisiii yxyxpf = , 

}1|{},1|{ niyYnixX sissis ≤≤=≤≤= , and }1|{},1|{ niyYnixX eieeie ≤≤=≤≤= , an MBR 
that contains all the area covered by the object in the whole sequence, which is defined as  

)))min(),(min()),min(),((min()( eess YXYXABMBR = . 

Based on the concept of the broad MBR, an overview shot is defined as follows. 

Definition 5.5 (Overview shot of moving object) 
Let 

nfffF 21=  be a projection of an MBR of a moving object A. The overview shot 

of the object in the sequence of panoramic images 
npppP 21=  is denoted by 

)(
)),((

PG
OVABMBR

Π= , where the parameter OV means that each frame has the same size 

and position as the board MBR. More formally, it is defined as 
)}1)),,(),,(,(|{ niyxyxpggG eessiii ≤≤== , where )),(),(()( eess yxyxABMBR = . 

An example of the generation of an overview shot of a moving object is shown in  
Fig. 10. In a sequence of panoramic images 4321 ppppP = , the projections of the MBRs 

of a moving object A are denoted by 
4321 ffffF = . In the first panoramic image 

1p , the 

frame 
1g is the projection of the broad MBR of F . Hence, the overview shot is denoted 

by 
4321 ggggG = . 
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5.2   Composition 

A sample of the connection and attachment operations in a sequence of panoramic 
images is shown in Fig. 11. In each image, new frames are generated by the 
operations ),( BiiA ffcon  and ),( BiiA ffattach  defined in Definitions 4.2 and 4.4. The 
operations in the video sequence are defined as follows. 

Definition 5.6 (Operations of connection and Attachment) 
Let each panoramic image in a sequence 

npppP 21=  contain two MBRs of moving 
objects A and B that are denoted by M(A) and M(B). The float shots of each object are 
represented by )(

)),((
PF

FLOATAMA
Π= , and )(

)),((
PF

FLOATBMB
Π= . 

The connection operation is defined as 

.   }1),,(|{),(),(),(

),(

2211 niffconffffconffconffcon

FFCON

BiiAiiBnAnBABA

BA

≤≤===
 

The attachment operation is defined as 

.   }1),,(|{),(),(),(

),(

2211 niffattachffffattachffattachffattach

FFATTACH

BiiAiiBnAnBABA

BA

≤≤===
 

6   Practical Applications Using ODV Model 

In this section, we introduce two samples of practice application using ODV, and 
explain how the operations of our model can be used in these applications.  

6.1   Video Conference 

In the recoding of round table meetings, conventional cameras cannot acquire images 
that contain the faces of all participants. Y. Rui et al [5] designed a system using an 
ODC that enable users to view meetings. The system provides several interfaces: the 
all-up interface which shows appearances of specific participants selected by users, 
and the overview interface which shows all participants around the table. 

The processes for generating video can be described using our model. The 
participants are labeled A, B, C and D, as shown in Fig. 12. The participant who is 
speaking can be detected with a voice recognizing system. Because the participants sit 
at the table and do not change their positions, the shot containing each participant can 
be considered a fixed shot, defined by Definition 5.1. For each two neighboring 
participants, a shot that contains both of them can be generated with the connection 
operation defined by Definition 5.6. A and C are on the opposite sides of each other, 
with either B or D between. A shot containing only A and C can be generated by 
attaching the frame of C to that of A in each image. This is the attachment operation 
defined by Definition 5.6. 

In Fig. 12, (a) indicates the position of participants around the table and the 
panoramic image. (b) indicates a fixed shot of each participant. (c) and (d) indicate 
shots generated by the connection operation. (e) indicates shots of each two 
participants on opposite sides of each other generated by the attachment operation. 
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Fig. 12. Possible shots generated in video 
conferences 

Fig. 13. Interface of Retrax System 

6.2   Moving Object Tracking 

The Retrax System [10] creates video-based virtual spaces with multiple video 
streams captured using an ODC. In this system, with several ODCs, complete 
sequences of activities, such as meetings or parties, can be recorded and stored. The 
interface of the system is shown in Fig. 13.  The position and shape of each moving 
object is detected with image analysis technologies [8]. After the user indicates a 
human subject by changing the viewpoint, the system generates projections of the 
MBR of the target using the operation defined by Definition 5.2. If the user indicates 
multiple human subjects to be displayed in the main video window, the system is also 
able to generate shots containing those subjects using the connection operation 
defined by Definition 5.6. The system is also able to generate overview shots, 
enabling users to watch the tracks of indicated human subjects with a wide field of 
vision. 

7   Conclusion 

In this paper, we developed a new model for algebraic retrieval of ODV.  ODV is 
recorded by an ODC, which has a vision field of 360º, much wider than conventional 
cameras. Because of the wide field of vision, it can record all objects and events 
occurring around the camera. Hence, when we observe a specific object in ODV, we 
need to create frames from video data which include the object.   

We determined the characteristics of ODV data and defined conceptual units, such 
as frames, shots, and video sequences. We defined the semantic relationships to 
interrelate the conceptual units with each other. Based on the semantic relationships, 
we developed several algebraic operations for generating those conceptual units. 
Finally, we described two sample applications that our model can be used for based 
on the operations we developed. 
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Temporally Integrated Pedestrian Detection 
from Non-stationary Video 
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Abstract. In this paper, we propose a novel approach for detecting pedestrians 
from video sequence acquired with non-static camera. The proposed algorithm 
consists of three major components, including global motion estimation with 
motion-compensated frame subtraction, AdaBoost pedestrian detection, and 
temporal integration. The global motion estimation with frame subtraction can 
reduce the influence of the background pixels and improve the detection 
accuracy and efficiency. The simplified affine model is used to fit the global 
motion model from some reliable blocks by using the RANSAC robust 
estimation algorithm. After motion-compensated frame subtraction, the 
AdaBoost classifier is employed to detection pedestrians in a single frame. At 
last, the graph structure is applied to model the relationship of different 
detection windows in the temporal domain. Similar detected windows are 
grouped as the same clusters by using the optimal linking algorithm. The 
missed detection windows will be recovered from the object clustering results. 
Finally, we show the experimental results by using the proposed pedestrian 
detection algorithm on some real video sequences to demonstrate its high 
detection accuracy and low false alarm rate. 

Keywords: non-static camera, global motion, AdaBoost, affine motion model, 
RANSAC robust estimation, graph structure, optimal temporal linking. 

1   Introduction 

In the past decade, object detection has been a major focus of research in computer 
vision, including face detection and car detection. Previous researches usually focus 
on the static object detection from a single image. The detection of articulated objects 
is a very challenging topic in this research field. Especially, the human detection has 
attracted many researchers recently. This problem is also closely related to the image 
and video retrieval. For example, an intelligence home video retrieval system may 
need to search videos containing persons with specified features under certain 
environment. 

Before recognizing a person's identity or activity from video, it is necessary to 
search where the person is as the first step. Many researchers have proposed different 
approaches for human detection or pedestrian detection in a single image or from a 
video sequence. The previous methods can be roughly divided into two major 
approaches: one is extracting robust features to represent a human and the other is 
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partitioning the human into several parts for recognition. The former used templates 
to represent the human model or extracted the motion pattern of pedestrian in the 
temporal domain, followed by applying some machine learning technique to detect 
the pedestrian. The main idea of the former approach is to model the contours of the 
human or the moving trajectory of the pedestrian. Since human is an articulated 
object, it is not easy to model the human of different poses and different views. The 
main idea of the latter approach is to partition the human into several rigid segments. 
Recently, many researches represent the human contour as a graph with each segment 
being a node in the graph and perform statistical learning on the graph to be able to 
describe articulated human motion. However, this approach is usually very time-
consuming. 

Human detection can be roughly divided into two major approaches: image-based 
human detection and video-based pedestrian detection. Papageorgiou et al. [13][12] 
proposed a pedestrian detection system based on the Harr-like wavelet descriptor and 
employ the polynomial SVM learning algorithm to discriminate the human and non-
human images. Depoortere et al. [14] presented an improved version of it. Gavrila and 
Philomen [6][7] gave a more direct approach of human similarity measure. Dalal et al. 
[4] extended this idea by grids of histograms of oriented gradient (HOG) descriptors. 
Another idea is to partition a person into several components and classify each of 
them. Mohan et al. [11] proposed the component-based human detection system. 
Leibe et al. [9] proposed an Implicit Shape Model (ISM) for object detection. Most 
video-based pedestrian detection methods are applied to the surveillance system to 
detect the human or pedestrian. In order to increase the accuracy, the background 
subtraction has been employed to find the moving object and detect the human as the 
foreground region. Haritaoglu et al. proposes the W4 visual surveillance system [8] to 
analyze the behavior of the detected people. A statistical field model [18][17] is 
applied for pedestrian detection. The Markov network was employed to model the 
deformable objects, such as pedestrian. Another approach analyzes the motion pattern 
to detect the pedestrian in the video sequence. Avidan [1][2] incorporated the optical 
flow information into SVM classifier and called it Support Vector Tracking for 
tracking learned objects. The other approach used the motion pattern between two 
consecutive frames as proposed in [16]. In this work, the appearance model is 
established via the wavelet descriptor and its motion pattern is extracted by 
subtracting the current image from the shifted versions of the reference images. 

The existing approaches focus on the human detection from a single image or 
pedestrian detection in a surveillance system. As the video camcorder is more and 
more popular, the video database is also increasing very rapidly. The appearance of 
pedestrians in video provides important information for the retrieval and 
categorization of video sequences. In this paper, we focus on the pedestrian detection 
from a non-stationary camera via temporal integration to increase the detection 
accuracy and reduce the false alarm rate. 

2   The Proposed Pedestrian Detection Algorithm 

Many approaches have been presented for human or pedestrian detection. In the 
single image based human detection scheme, it can achieve high detection accuracy 
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with considerable false positive rate. In the video based pedestrian detection scheme, 
the false positive rate can be reduced with the background modeling but the limitation 
is that the system should be setup with a static camera. By generalizing the above two 
different approaches, we propose a video based pedestrian detection system for video 
captured from non-static camera. The system can be divided into three major steps: 
global motion estimation and background removal, pedestrian detection, and temporal 
integration. Firstly, the global motion between adjacent frames is estimated to remove 
the background region, thus reducing the false positive rate. Secondly, the AdaBoost 
classifier is trained and applied to determine the candidate regions for pedestrian 
detection. Finally, a temporal integration strategy is used to remove the false positive 
windows and recover the missed detection regions. We will discuss these components 
in details in the following sections. 

2.1   Global Motion Estimation and Background Removal 

Because we assume the video sequence is acquired from a non-static camera, it is 
difficult to model the background image based on several frames containing moving 
foreground and background regions. We can estimate the global motion from two 
consecutive frames in order to eliminate the background region. First of all, we adopt 
the diamond search motion estimation to compute the motion field. Secondly, the 
motion fields of the uncertain blocks, such as homogeneous regions, are removed 
because they are not the real motion vectors and may distract the global motion 
estimation. Finally, for the remaining motion fields, including the foreground and 
background regions altogether, the RANSAC robust estimator is applied to determine 
all inliers as the background regions by estimating a simplified affine model as the 
global motion model. 

2.1.1   Rejection of Uncertain Regions  
The motion vectors estimated from the block matching may contain the ambiguous 
problem. These blocks are called the uncertain blocks, such as homogeneous or 1D 
structure blocks. In order to remove these blocks, the relationship between pixels in 
the same block should be considered based on the gradient covariance matrix, which 
is given as follows: 

( , ) ( , ) ( , )

( , ) ( , ) ( , ) ( , )

           

( , ) ( , ) ( , ) ( , )

T

x y

j n j ni n i n
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I p q I p q I p q I p q

+ ++ +

= = = =

+ ++ +
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(1) 

The block structure can be estimated by the eigenvalue decomposition. If it is a 
homogeneous block, both of its two eigenvalues are close to zero. If the block 
contains a 1D structure, then one eigenvalue is large and the other is close to zero. 
Otherwise, both eigenvalues are large. The results are obtained by computing the 
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gradient covariance matrix in each block and taking the singular value decomposition 
on this 2-by-2 matrix. If both eigenvalues of the gradient covariance matrix for a 
block are large enough, this block is not treated as an uncertain block. Otherwise, it is 
treated as an uncertain block and removed from the global motion estimation.  

2.1.2   Simplified Affine Model Fitting 
After removing the uncertain blocks, the remaining blocks can be used to establish the 
global motion model. The following simplified affine model is used as the global 
motion model in this paper.  

'

'

x a b x x

y b a y y

Δ
= +

− Δ
 (2) 

where the parameters a and b control the scaling and rotational motion, ( xΔ , yΔ ) is 

the translation vector, and ( ', ')x y and ( , )x y are the corresponding points in the 
current frame and reference frame, respectively. The correspondence between the two 
consecutive frames is obtained by the motion vectors computed by the diamond 
search motion estimation. The estimation of the affine parameters can be solved by 
using the least-square method. However, the least-square estimation is sensitive to 
outliers, which are inevitable in the global motion estimation when there is 
foreground motion in addition to the camera motion.  

2.1.3   RANSAC Robust Estimation 
Although standard least-squares method can solve the over-constrained linear 
system, the problem with the least-square solution is that it is sensitive to the 
outliers. The RANdom SAmple Consensus [5] is a technique to estimate the model 
from a set of data containing outliers. The main idea is to randomly select n data to 
generate a model hypothesis and check how well this model fits to all the data. This 
hypothesis-and-testing process is repeated for a sufficient number of times. Finally, 
we select the best hypothesis that fits to the most number of data points as the final 
solution. Figure 1 shows an example of the global motion estimation on the 
coastguard sequence. 

2.2   Pedestrian Detection 

Extracting the representative features to describe a human object is not easy because 
of the illumination variations, variations in human shapes, different backgrounds, a 
wide variety of clothes, and different postures of pedestrians. The features used for 
the pedestrian detector is similar to the histogram of oriented gradient descriptor 
(HOG) [4], which is a suitable method to represent a human silhouette. After 
extracting the features for each image, the AdaBoost learning algorithm is employed 
to classify the human and nonhuman images. Figure 2 shows examples of image 
subtraction after the global motion compensated image pairs. The HOG features are 
computed based on the subtracted images. 
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(a) (b) (c) 

Fig. 1. Example of the global motion estimation: (a) the original image, (b) the results of 
diamond motion estimation, (c) the robust global motion estimation results 

2.2.1   Adaboost Classifier 
The Adaboost learning algorithm is a well-known classifier used for several 
applications [10][15]. Its idea is to select a subset of complementary features via re-
weighting the training examples based on the classification results for the current 
classifier in each iteration. The conventional AdaBoost algorithm is to find the 
decision boundary from the distribution of positive and negative data sets. A problem 
may occur when both distributions are mixed together. To overcome this problem, we 
apply the histogram equalization to quantize the feature space into several bins for the 
positive training data. In addition, the Bayesian decision rule is employed to compute 
the probability of each weak classifier, given as follows: 

 

  
(a) (b) 

  
(c) (d) 

Fig. 2. Examples of the foreground energy: (a) and (b) are the original images. (c) and (d) are 
the foreground energy with respect to the global motion model. 
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where j
ix  denotes the j-th feature of the i-th image and Qj is the j-th quantization bin. 
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2.3   Temporal Integration 

The temporal information is used to further reduce the false positive rate and recover 
the missed detection as well. For the temporal integration, a graph model is 
established to model the detection windows throughout the whole video shot. Next, an 
optimal linking algorithm is employed to group the detection windows of the same 
persons from a subset of the shot. Finally, the missed detection windows are 
recovered and false positive windows are removed. 

2.3.1   Graph Model 
The graph model is used to describe the relationship between the detection windows 
across the nearby frames. We treat each detection window as a node in the graph 
model. Ideally, there is an edge linked for every two nodes between two consecutive 
frames. Unfortunately, there may be missed detection windows even if a person 
appears throughout the video sequence. In this way, the links should be established 
between the nearby W frames. 

In order to determine the similarity between two nodes, the color histogram has 
been computed as the features for each node. The following two equations are used to 
compute the weight between two nodes x and y: 
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where  is the distribution of color histogram, n is the total number of quantized 
bins, D(x,y) is the distance between the centers corresponding to the two nodes x and 
y, S(x,y) is the difference of the sizes of the two nodes, and Tdist and TSize are the two 
thresholds for the distance and size difference measures. 

2.3.2   Optimal Linking 
The solution to finding the optimal path in the graph model has been proposed in 
several previous works [3], such as the depth first search algorithm and maximum-
flow/minimum-cut algorithm. The depth first search may lead to the wrong path 
because it can not guarantee the link is minimal in the whole graph model. The 
maximum-flow/minimum-cut algorithm needs the starting and ending nodes from 
prior knowledge. In this case, each frame may contain the situation that a person 
appears and leaves. It is difficult to determine which nodes are the starting and ending 
nodes automatically. To avoid this problem, we regard this temporal linking problem 
as a segmentation problem in the graphical model framework. The nodes are 
combined as the same group, which means the same person is detected in this subset 
of sequence. 

Therefore the optimal linking algorithm is employed to solve this problem. The 
idea is to find the minimum link through the whole graph model in each iteration. 
Once the minimum link has been found, the two nodes or two groups will be treated 



194 C.-J. Wu and S.-H. Lai 

as the same group if all nodes in two groups exist in different frames. The following 
equation is to determine if the two different groups contain the same frame number. 

where A and B are two different groups containing several nodes ai and bj, and F(.) 
returns the frame number of the corresponding node. For each iteration, the minimum 
link will be chosen and determine if two groups with this link contain the same frame 
number. If they have the same frame, the link will be skipped and the next minimum 
link is checked. Otherwise, the link is established and the two groups will be grouped 
together. Finally, there are several groups in the graph model, the smaller groups will 
be treated as false detections and the rest corresponds to detected persons. 

2.3.3   Recovering Missed Detection 
There are some missed detection windows in the group containing large nodes. The 
recovery procedure is simply to find the highest detection probability inside the 
windows determined from the nearest two detection nodes in the lost frames. The 
position and the size of the detected windows are used to determine the positions and 
window sizes to be searched again in the recovery process. 

3   Experimental Results 

In our proposed method, there are three major components combined in our system, 
including the global motion elimination, pedestrian detection, and temporal 
integration. In this section, the results show that the performance is improved in each 
stage. About the training database of the Adaboost algorithm, we take the positive 
human images from the MIT and INRIA human databases and negative images from 
a set of natural scene images. Totally, there are about 2235 positive images, including 
1018 images from MIT database and 1227 images from INRIA database, and 6085 
negative images trained in our pedestrian detection system. About the testing 
sequences, three video sequences are used to evaluate the performance of our 
pedestrian detection system. 

We show some experimental results of applying the proposed pedestrian detection 
algorithm on some real video sequences acquired on campus. Fig. 3 shows the 
experimental results in the 107th~109th frames of sequence 1 with different 
combinations of the components in our system. Similarly, Figure 4 shows the 
experimental comparison on the 448th~450th frames of sequence 1. It is evident from 
the results that the temporal integration and the subtraction of the global motion 
compensated consecutive frames helps to reduce the false alarms. The temporal 
integration scheme can also recover the missed detection windows as shown in Fig. 
4(c). Fig. 5 and Fig. 6 show some more experimental results in other sequences by 
using our proposed method. 
 

0 ,  ( ) ( ) for all pair( , ), ,
( , )

1 ,                                                            
i j i j i j

A B

if F a F b a b a A b B
G G

otherswise

= ∈ ∈
Γ =  (6) 
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(a) (b) (c) 

Fig. 3. The detection results for frame 107th~109th of Sequence 1 by using (a) AdaBoost 
detection algorithm only, (b) AdaBoost detection + Background removal, and (c) the proposed 
pedestrian detection method 

   

   

   
(a) (b) (c) 

Fig. 4. The detection for frame 448th~450th in results of Sequence 1 by using (a) AdaBoost 
detection algorithm only, (b) AdaBoost detection + Background removal, and (c) the proposed 
pedestrian detection method 

    

    

Fig. 5. The pedestrian detection results of applying the proposed algorithm to sequence 1 
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Fig. 6. The pedestrian detection results of applying the proposed algorithm to sequence 2 

4   Conclusion 

In this paper, we proposed an integrated approach that can detect pedestrian from 
video acquired with non-static camera. The proposed system consists of three 
components; namely, global motion estimation with motion compensated consecutive 
frame subtraction, AdaBoost pedestrian detection, and temporal integration. The 
global motion estimation with background subtraction can reduce the influence of 
background pixels and increase the detection accuracy. It discards the uncertain 
blocks and fits a simplified affine model by using the RANSAC robust estimation 
algorithm. After motion-compensated image subtraction, the AdaBoost algorithm is 
applied to detect the pedestrian in a single frame. Finally, the graph structure is used 
to model the relationship of detection window in the temporal domain. Similar nodes 
in the graph model are grouped together as the same clusters by using an optimal 
linking algorithm and the missed detection windows can be recovered in the clusters 
with a large number of nodes. Experimental results on real video sequences are shown 
to demonstrate its improved pedestrian detection accuracy. 
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Abstract. Motion estimation is an important and computationally intensive task 
in video coding and video analysis. But existent motion estimation algorithms 
mainly focus on 2-D image plane motion and neglect the motion in depth direc-
tion, which we call it depth motion in this paper. There are even few researches 
on the depth motion, their methods are complex and most of them need binocu-
lar images. In this work, visual perception theory is used to estimate the depth 
motion. A novel depth motion estimate method is proposed base on visual per-
ception theory and it can estimate the depth motion from just monocular video. 
Experimental results show that our model is simple, effective and corresponds 
to the human perception. 

1   Introduction 

Motion estimation is an important task in video coding and video analysis. So far 
various methods for motion estimation are proposed. But most of them mainly esti-
mate the motion vector on the 2-D image plane and ignore the motion in depth direc-
tion, which is called depth motion (DM) in this paper. 2-D motion estimation methods 
mainly include block-matching based method [1, 2, 3] and optic flow based method 
[4]. These methods will generate errors, when face to the DM. Just like what is in 
shown Fig.1, the motion vectors in Fig.1(C) are all wrong. 

 

Fig. 1. (A) and (B) are successive frames in a video. The car in the frames is running toward the 
observer (or camera). The white arrows in (C) are motion vector computed by block-matching 
based algorithm. 



 Visual Perception Theory Guided Depth Motion Estimation 199 

Existent researches about depth motion or affine motion [5,6] mostly need binocu-
lar or more images. And they all based on physical model and ignore the human per-
ception, which is most important in visual system. In this paper, introducing human 
perception into depth motion estimation, we establish a simple model to estimate the 
DM and our method just need monocular video. Because the expansion and contrac-
tion of object may affect the perception of DM, we just research on the rigid objects’ 
depth motion. 

This paper is organized as follows. In Section 2, perceptual size constancy theory 
and depth motion perception are described. Then we propose the computation of the 
DM and design a computation algorithm in section 3. The experimental results using 
this method are presented in Section 4. Section 5 concludes this paper. 

2   Some Visual Perception Theories About Depth Motion 

The visual psychological explanation of the depth motion is base on the perceptual 
size constancy, which is a famous and admitted theory in the psychology. Conse-
quently, perceptual size constancy theory is introduced firstly in the follow section. 

2.1   Perceptual Size Constancy 

Our perception of objects is far more constant or stable than our retinal images. Reti-
nal images change with the movement of the eyes, the head and our position, together 
with changing light. If we relied only on retinal images for visual perception we 
would always be conscious of people growing physically bigger when they came 
closer, objects changing their shapes whenever we moved, and colors changing with 
every shift in lighting conditions. Counteracting the chaos of constant change in reti-
nal images, the visual properties of objects tend to remain constant in consciousness. 
This phenomenon is called perceptual constancy in visual psychology theory. Psy-
chologists classified the perceptual constancy into four categories: color constancy, 
brightness constancy, size constancy and shape constancy [7,8]. 

 

Fig. 2. Examples of perceptual constancy: Image(A) shows the size constancy, the near point of 
railway is wider than farther points in the image, but the perceptual width of the railway is the 
same . The color and brightness constancy are illustrated in image(B), the cup is illuminated by 
different brightness lights. The color of the cup in the brighter part is different from the color in 
the dark part, but human perceives that all the cup is red, just one color. The shape constancy is 
described in image(C). The same door has different images from different angle, but the shape, 
which is perceived by human, is still rectangle.  
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The size constancy is playing a key role in human vision in recognizing objects. 
Psychologists have discovered computation theory of size constancy [9]. They have  
got an expression to compute the perceptual size as: 

PS k A D  (1) 

Where PS is the object’s perceptual size, A is the angle of view, D is the perceptual 
depth of object, k is the zoom coefficient of human eyes or camera, and it keeps in-
variable in a certain imaging process. The angle of view A can be represented by the 
size of object in the image [9]. So we use the object’s image size I instead of the angle 
of view A, it can also be expressed as follow: 

PS k I D  (2) 

 

Fig. 3. Example of computation of size constancy: The images of two trees in human retina 
have different heights. Tree 1’s image is higher than tree 2’s in the retina, but the heights which 
human perceive are same. 

Fig. 3 shows an example of the computation theory of the size constancy. The view 
angles of the two trees are  and . The view angle can be represented by the size of 
object in the image. We define the sizes of the trees in the image as S1 and S2. In addi-
tion, according to the pinhole imaging model, the size of the object in image is in 
inverse proportion to the distance between the object and the observer, that is 

1 2

2 1

S d
S d= . From equation (1) and (2), we can compute the perceptual size of the 

two trees, we define the perceptual size of the two trees are PS1 and PS2, the relation-
ship between PS1 and PS2 is as follow 

1 1 1 1

2 2 2 2
1

PS k d S d
PS k d S d

 (3) 

From the computation of the size constancy, we find the perceptual size of tree1 is 
equal to the perceptual size of tree2. Although they have different size images on 
human retina, the sizes perceived by human are same.  

2.2   Perception of Depth Motion 

In perception, a characteristic feature of depth motion stimulation is that a moving, 
rigid object generates a changing retinal image characterized by looming, that is, by a 
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shrinking or expanding two-dimensional motion pattern over the receptor surface of 
the eye. It has long been known that such a stimulus of expansion or contraction along 
with perceptual size constancy generates the perception of motion in depth. Under 
these conditions of optic flow, it has repeatedly been found that the perceived size 
constancy is perfect or very high. Consequently, the concept of perceived size con-
stancy plays an important role in several current theoretical analyses of motion  
perception [10].    

 

Fig. 4. A model of the perception of depth motion: ab is a certain object, when its retinal image 
changes to as same as the retinal image of cd, human visual system extracts this spatial change 
and perceives three different motion perception 

In Fig.4 (the figure is from [10]), it illustrates a model of depth motion perception. 
The retinal image of the object changes from ab to cd, this proximal 2-dimensional 
change can be perceived by human visual system and may be transformed into three 
different possible motions: (1) All the changes are transformed into motion in depth 
together with perfect size constancy. The motion vector is A, which implies a depth 
motion toward the eye to the position ef. According to the size constancy theory and 
equation (2), we can get a expression as follow: 

PS
D

k I
 (4) 

The retinal image of a certain object, that is I in the expression above, become larger, 
and the perceptual size, that is PS, keep fixed, so the depth D decreases. That means 
the object have a motion in the depth and the direction is toward to the observer. (2) 
All the changes are transferred to the 2-dimensional elasticity and no depth motion is 
generated. In this case, the object has only a shape transformation; it expands from ab 
to cd, the vector is ps in the Fig.4. (3) A combination of category (1) and category (2) 
implying that the proximal change is transferred into a depth motion together with 
object’s itself expansion. This case is shown by the vector R in the Fig.4. In this pa-
per, we just consider the rigid object situation. So the category (2) and (3) can not 
exist. These spatial changes are only caused by depth motion. In the next section, we 
will discuss how to compute the depth motion vector. 
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3   Depth Motion Estimation 

In this section, we study on the computation of the depth motion based on the visual 
perception theory. And then we design an algorithm to implement this depth motion 
computation.    

3.1   Computation of Depth Motion 

From the equation (4), we can get the depth motion vector dD , but the computation 
just from 1-dimensional information is not accurate and sensitive to the error. So we 
use the 2-dimensional information to compute the depth motion. From the equation 
(2), the follow two expressions can be got: 

PW k W D  (5) 

PH k H D  (6) 

Where k is zoom coefficient, which is invariable without zooming or dollying opera-
tions of the camera; the W,H  are the width and the height of the object in the image 
plane, PW, PH respectively are the perceptual width and the perceptual height of the 
object by human beings. Ignoring the depth of the object itself, the D in the (5) and (6) 
are the same to a certain object. Make equation (5) multiply equation (6), we can get: 

2 2PA k A D= × ×  (7) 

Where PA PW PH= × , is the perceptual area of the object, and A W H= × , is 
the object's area in the 2-dimension image plane. The depth D can be computed as 
follow:  

2

PA
D

k A
=

×
 (8) 

To a certain object in a certain image, the PA and k are fixed. We define
2

PA

K
ε = , 

and get the differential coefficient of D as: 

32
DM dD dA

A

ε= = −  (9) 

Where dD is just the motion vector in depth, which is depth motion DM. The positive 
direction of the DM is the direction away from the observer. So we can quantitatively 
analyze the depth motion in the monocular 2-D video sequences according to the 
equation (9). 
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3.2   Algorithm of Depth Motion Estimation 

In this section, we design an algorithm to analysis the depth motion in the video. The 
extraction of video object plane (VOP) is a difficult problem in video analysis; conse-
quently, we only use the video sequence, which has static background, to validate our 
depth motion computation. It implies that the camera in this video sequence is fixed 
and has no zooming operation. The flowchart of the algorithm is as follow: 

 

Fig. 5. The flowchart of the depth motion estimation algorithm 

We firstly make the successive two frames minus and get the result, after that, we 
remove the isolated error points from the result above. At last, the moving object can 
be extracted and the area of object is computed simultaneity. After all the frames of 
the video processed, the areas of every frame will be processed according to the equa-
tion (9). Consequently, the depth motion vectors are gotten. 

4   Experimental Results  

We use a video sequence from an American film, whose name is “Michel Vaillant”, 
to experiment. The numbers of the frames are from 1 to 12, according to the order 
from right to left, then from top to bottom in the Fig. 6. This video sequence displays 
that a car runs toward the observer (or camera). 

The algorithm in section 3.2 is used to extract the moving object (car) in the se-
quence. The result of moving object is shown in Fig.7. And the data of the car’s area 
is computed at the same time. Table 1 shows the data of car’s area and the results of 
the depth motion vector. 
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Fig. 6. The experimental video sequence of the car: There are 12 successive frames from the 
video. The car is running toward the observer. The areas of the car in the images become bigger 
and bigger.  

 

Fig. 7. The moving object (car) in every frame is extracted 

From the table 1, we can find that the depth motion vectors are all minus, which 
implies that the car is running toward to the observer. And the value of the DM vector 
becomes smaller and smaller. We can draw a conclusion that the velocity of the car is 
decreasing in this moving process. The trend of motion is shown in Fig.8. 
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Table 1. A is the area of the moving object (car). 
i i 1A AdA −= − . DM is the vector of the depth 

motion. In order to compute simply, we make 2ε =  in the expression (9). 

Frame No. A dA 3A  DM 
0th 335 --- --- --- 
1st 406 71 8180.673 - 0.008679 
2nd 496 90 11046.44 - 0.008147 
3rd 635 139 16001.5 - 0.008687 
4th 819 184 23438.29 - 0.00785 
5th 1086 267 35788.6 - 0.00746 
6th 1512 426 58793.28 - 0.007246 
7th 2120 608 97612.13 - 0.006229 
8th 3190 1070 180171.5 - 0.005939 
9th 5174 1984 372168.5 - 0.005331 

10th 8844 3670 831712.3 - 0.004413 
11th 17095 8251 2235134 - 0.003692 
12th 37313 20218 7207593 - 0.002805 
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Fig. 8. The change curves of the depth motion vector of the car 

From the experiments and analysis, we can find that our method is effective in 
depth motion estimation. The depth motion can be simply and correctly estimate from 
the monocular video using this method. And we can quantitatively analyze the depth 
motion in video. 

5   Conclusion 

Motion is one of the most important cues in video. And depth motion is very impor-
tant in motion. In this paper, based on the human visual perception, we propose a new 
depth motion estimation method. This method is simple, effective and it accord with 
human visual perception. The novelty is that this method can directly estimate the 
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DM from the monocular video. In this paper, we tentatively introduce the perceptual 
constancy theory and depth motion perception theory into the depth motion estimation 
and achieve a good result. It may be a novel effective way to solve some problems in 
computer vision with visual perception theory. 
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Abstract. Increasing the number of concurrent streams while guaranteeing jitter-
free operation is a primary issue for video servers. Disks storing popular videos
tend to become overloaded, preventing the server accommodating more clients
due to the unbalanced use of bandwidth. We propose an adaptive data retrieval
scheme for load sharing in clustered video servers. We analyze how the data re-
trieval period affects the utilization of disk bandwidth and buffer space, and then
develop a robust period management policy to satisfy the real-time requirements
of video streams. We go on to propose a new data retrieval scheme in which the
period can be dynamically adjusted so as to increase the disk bandwidth capacity
of heavily loaded clusters and increase the number of clients admitted. Simula-
tions demonstrate that our scheme is able to cope effectively with dynamically
changing workloads and enables the server to admit many more clients.

1 Introduction

Recent advances in multimedia and network technologies make it possible to provide
video-on-demand (VOD) services to clients. VOD services require video servers ca-
pable of transmitting videos to thousands of clients. Due to the high bandwidth and
large storage requirements of video data, video servers are typically built on disk arrays
which may consist of hundreds of disks. A key concern in the design of servers is how
to place and retrieve video data so that the number of concurrent streams is maximized.

To support multiple clients, round-based scheduling is generally used for data re-
trieval: time is divided into equal-sized periods, called rounds, and each admitted client
is served once in each round [8]. To guarantee continuous playback, the data required
for current playback is read from the disk in the previous round, while the data to be
played in the next round is read during the current round. Otherwise, playback will be
distorted or there will be a pause due to the violation of the timing constraints of the
video data [8]. We refer to this phenomenon as jitter.

To utilize disk bandwidth effectively, a video object is usually partitioned into seg-
ments and distributed over multiple disks. We will refer to this scheme as striping, and
a segment is the maximum amount of contiguous data that is stored on a single disk.
Striping over a large number of disks involves additional complexity and can lead to
reliability problems [6]. Therefore, it is practical to limit the scope of striping by parti-
tioning a disk array into several clusters, each of which independently forms a striping
group, and each video is then striped within a single cluster [2,3].
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Typically clients’ requests tend to be highly skewed to a small popular videos, so the
clusters containing copies of popular videos receive more requests than other clusters
and are thus more likely to be overloaded [10]. Since it is difficult accurately to predict
the access probabilities of videos requested by future clients, it is not possible to place
video data in a balanced way. To make matters worse, request patterns may change on
an hourly basis [6]. For instance, children’s videos are likely to be popular early in the
evening, but are seldom requested late at night.

To achieve load balancing in clustered video servers, existing approaches use dy-
namic data migration or replication [4,6,10]. The main idea of this is to move or copy
video data among clusters so as to achieve a certain degree of load balancing. But these
schemes require more resource such as additional disk bandwidth and storage over-
head for migration or replication, which may cause downtime or have an impact on
the performance of applications accessing the VOD system. In addition, such migra-
tion needs to be based on estimates of clients’ future requests, and incorrect predictions
may greatly degrade the system performance. These approaches are therefore less than
adequate for vide servers.

We propose an adaptive data retrieval (ADR) scheme to achieve load sharing among
clusters without data movement or replication. We will first analyze how the round
length affects disk bandwidth and buffer utilization. We will then examine the condition
for jitter-free adjustment of round length. We will go on to propose a new data retrieval
scheme in which the round length assigned to each cluster is automatically reconfigured
in such a way as to reduce the disk bandwidth utilization of heavily loaded clusters with
the aim of increasing the number of concurrent clients.

The rest of this paper is organized as follows: We explain the system model in
Section 2. We propose an adaptive data retrieval scheme in Section 3. We validate
the proposed scheme through simulations in Section 4, and conclude the paper in
Section 5.

2 System Model

Our server partitions a disk array into clusters, each of which independently forms a
striping group [3]. Suppose that each cluster consists of Q homogeneous disks and that
the number of clusters is C where D i

k denotes the ith disk of cluster k. Figure 1 shows
an example of the server with Q = 4 and C = 2; video Vi is divided into a finite
number of sequential segments (Si,1, Si,2, ...). In Fig. 1, V1 is stored in cluster 1 and
V2 in cluster 2.

cluster 1 cluster 2
D1

1 D2
1 D3

1 D4
1 D1

2 D2
2 D3

2 D4
2

S1,1 S1,2 S1,3 S1,4 S2,1 S2,2 S2,3 S2,4

S1,5 S1,6 S1,7 S1,8 S2,5 S2,6 S2,7 S2,8

... ... ... ... ... ... ... ...

Fig. 1. An example of data placement in a clustered video server with Q = 4 and C = 2
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When a client requests a video stream, the server allocates a certain amount of buffer
space to store a portion of the video. The server also allocates disk bandwidth for each
stream to retrieve video data from disks continuously. To reduce the inevitable overhead
of disk seek time, we use SCAN scheduling, in which the disk head scans back and forth
across the surface of the disk and retrieves blocks as they are passed [1].

3 Adaptive Data Retrieval

3.1 Main Idea

The choice of round length is important because it effectively determines the maximum
number of concurrent users [5,9]. A long round improves the efficiency of disk utiliza-
tion because retrieving a large amount of data during a single round reduces the impact
of disk latency; but a long round increases buffer requirements because a lot of buffer
space is needed to store the data retrieved [9].

In an ADR scheme, each cluster has its own round length and buffer space. To over-
come the stress on disk bandwidth caused by a heavily loaded cluster, ADR increases
its round length. This increases the requirement for buffer space, but we can steal buffer
space from under-utilized clusters. However, the total buffer space is a limited resource,
and, in addition, the process of changing the round length may produce jitter. In order
to perform this balancing act effectively, we first need to know how resource utilization
varies with round length, which is the topic of the next subsection.

3.2 Variation of Resource Utilization with Round Length

Changing the round length may incur an additional seek overhead because the data
retrieved during the new round may not be stored contiguously. To remedy this, we split
each data segment Si,m into NS sub-segments ssn

i,m (n = 1, ...,NS), where the size of
each sub-segment corresponds to the data retrieved during a basic round of length BR.
The NS sub-segments are stored contiguously to make up a segment, and segments are
placed in round-robin fashion, as depicted in Fig. 1.

We will use dvj to denote the jth divisor of NS (j = 1, ...,ND), where ND is
the number of divisors of NS , and the set of feasible round lengths FS is {frj |frj =
BR × dvj }. We will assume that the elements of FS are sorted in ascending order. For
example, if NS = 6, then FS is {fr1 = BR, fr2 = 2BR, fr3 = 3BR, fr4 = 6BR}.
Round lengths outside FS are not allowed because they might require two seeks for
one read. For instance, suppose we were to select 4BR as the round length. and that our
server then accesses D3

1 to retrieve S1 ,3 using the placement in Fig. 1. If NS = 6 and
the 6 sub-segments from ss1

1 ,3 to ss6
1 ,3 constitute a segment of S1 ,3 , then the server

would retrieve the four contiguous sub-segments, ss1
1 ,3 , ss2

1 ,3 , ss3
1 ,3 and ss4

1 ,3 , from
D3

1 during one round. But, during the next round, the server would need to access the
two disks D3

1 and D4
1 , because ss5

1 ,3 and ss6
1 ,3 are stored on D3

1 , while ss1
1 ,4 and ss2

1 ,4

are stored on D4
1 .

Let us see how the buffer and disk bandwidth requirements for a video Vi with a
data rate of dri bits/sec, depends on the round length, frj , (j = 1, ...,ND). We will
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use a typical seek time model [1] in which a constant seeking overhead (seek time +
rotational delay) of Ts is required for one read of contiguous data. Retrieving a video
stream Vi incurs an overhead of Ts and a reading time of frj × dri

tr , where tr is the data
transfer rate of the disk. As a consequence, servicing a video stream Vi increases the
service time of Ts + frj × dri

tr . Suppose that a client CLm
i requests a video stream Vi.

We can then partition the clients into C client groups (CG1 ,...,CGC ) where the clients
in group CGk receive streams from cluster k. If the round length is frj , then we can
obtain the total service time STk (j ) for cluster k, as follows:

STk (j ) =
∑

CLm
i ∈CGk

(Ts + frj × dri
tr

). (1)

For ease of exposition, we are assuming that disk loads are evenly distributed across
disks in the same cluster. Such load balancing can easily be achieved by delaying the
admission of clients [9]. The bandwidth utilization for a disk is usually defined as the
ratio of the total service time to the round length [1]. Since there are Q disks in a cluster,
we can now determine the disk bandwidth utilization DSk(j) for cluster k, as follows:

DSk(j) =
STk (j )
frj × Q

. (2)

Let B be the total buffer size. Since double buffering is used for SCAN schedul-
ing [1], servicing a video stream Vi increases the buffer utilization by 2×frj×dri

B . We
can now obtain the buffer utilization BSk (j) for cluster k, as follows:

BSk (j) =
∑

CLm
i ∈CGk

2 × frj × dri
B

. (3)

3.3 Conditions for Jitter-Free Round Adjustment

Increasing the round length may lead to data blocks failing to arrive on time, which
will cause jitter in some video streams. This occurs because too few data blocks have
been read to support the new round length. Fig. 2 shows the retrieval and playback of
streams if Q = 1, fr(j+1 ) = 2 × frj , and the round length changes from frj to frj+1

at (m + 2) × frj . To maintain a jitter-free service, the data retrieved during a round
should become available for playback during the next round. For example, in Fig. 2 (a),
every item of data consumed between the times m × frj and (m + 1) × frj needs to
be available in the buffer at m × frj . Fig. 2 (a) illustrates how lengthening the round
produces jitter in ongoing streams. We observe from the figure that the ongoing streams
are starved of data from (m + 3)× frj to (m + 4)× frj because the blocks required by
streams S3 and S4 are not available at (m + 3) × frj .

Fig. 2 (b) illustrates a situation in which the round extension does not cause jitter.
This is because every item of data that needs to be played between (m + 3) × frj and
(m+5)×frj is available at (m+3)×frj . From these observations, we can easily see that,
in a cluster composed of a single disk, the service time for the new round length frj+1

must not exceed frj to ensure jitter-free operation. Since there are Q disks, and disk
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(b) An example of jitter−free round extension 

S1 S2

S1 S3S1 S2 S3S3 S4 S4 S4S2

m x fr j (m+1) x fr j (m+2) x fr j (m+3) x fr j (m+4) x fr j
(m+6) x fr j

m x fr j (m+1) x fr j
(m+2) x fr j (m+3) x fr j

(m+5) x fr j

S1 S2 S1 S2

S1 S2

jitter

Data read

Playback of S4

Data read

Playback of S1

(a) An example of jitter occurrence 

Fig. 2. Relationahip between round extension and jitter

loads are evenly distributed across disks in the same cluster, we obtain the following
condition for jitter-free round extension from frj to frj+1 , (j = 1, ...,ND − 1 ):

STk (j + 1 ) ≤ frj × Q. (4)

Using Equation (2), this inequality can be rewritten as:

DSk(j + 1 ) ≤ frj
frj+1

. (5)

The server may need to decrease the round length in order to acquire buffer space.
Since buffer space is acquired at the cost of disk bandwidth, the server needs to check
the disk bandwidth constraint: decreasing the round length from frj+1 to frj should
satisfy DSk(j ) ≤ 1 (j = 1, ...,ND − 1 ). Fig. 3 illustrates data retrieval and playback
assuming that Q = 1, fr(j+1 ) = 2 × frj and that the round length decreases from
frj+1 to frj at (m+2)× frj . From the figures, we observe that: (1) data retrieval for the
reduced round length frj starts at (m+3)×frj and (2) decreasing the round length from
frj+1 to frj does not cause jitter because all the data played between (m + 4 ) × frj and
(m + 5 ) × frj is available at (m + 4 ) × frj .

3.4 An Adaptive Data Retrieval Scheme

Let SLk be a selection parameter indicating that the SLk
thelement of FS , frSLk , is se-

lected as the round length for cluster k. For example, if FS = {BR, 2BR, 3BR, 6BR}
and SLk = 2, then 2BR is selected as the round length. From Equations (1), (2) and (3),
we can easily see that higher values of frj decrease DSk(j ) but increase BSk (j ). From
these observations, an ADR scheme adjusts the round length in the following way: (1)
To cope with the requirement of heavily loaded clusters for disk bandwidth, relatively
high values of SLk are assigned to them. (2) To acquire buffer space to increase the
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S1 S1 S2 S1 S2S2

(m+4) x fr j (m+5) x fr jjm x fr (m+2) x fr j(m+1) x fr j (m+3) x fr j

Data read

Playback of S1

Fig. 3. Data retrieval and playback when the round length decreases

round length of heavily loaded clusters, relatively low values of SLk are assigned to the
lightly loaded clusters. The difficulty here is to decide exactly when the round lengths
can be changed in a jitter-free way. We use a threshold-based approach in which changes
of round length are triggered by changes in the disk bandwidth utilization. In effect, this
means that the round length may be changed when a client requests or closes a video
stream. We now explain what happens in each case.

When a client requests a video stream. The server maintains the set of utilizations
DSk(j) and BSk (j) for every cluster k, (k = 1, ..., C). When a client requests a video
stream stored in cluster p, the server recalculates DSp(j) and BSp(j), (j = 1, ...,ND),
assuming that the new client will be admitted. The server then extends the round length
if necessary, and goes on to check whether there is sufficient disk bandwidth and buffer
space for the new client. The admission decision procedure is given as Algorithm 1.

For ease of exposition, we will assume that ND ≥ 2. First it must verify that SLp is
less than ND , or the round length cannot be escalated. If the disk bandwidth utilization
of a cluster exceeds a threshold value, then the server extends the round length to re-

flect the increased load. For this purpose, the server checks whether
frSLp

frSLp+1
− ε

frSLp
<

DSp(SLp + 1 ) ≤ frSLp

frSLp+1
where ε represents the maximum service time for a client

CLm
i ∈ CGp (i.e. maxCLm

i ∈CGp (Ts + frSLp × dri
tr )) (line 5). From Inequality (5), we

can see that this condition guarantees jitter-free round extension. If the condition is sat-
isfied, then the server checks whether enough buffer space is available for the round
extension (line 6). If the buffer space is sufficient, then the server increases the value of
SLp by 1 (line 7). Otherwise, the value of SLp does not change.

Next the server checks whether the new client can be admitted, although this is un-
necessary if the round length has been extended; in that case, the admission criteria

are already satisfied because DSp(SLp + 1 ) ≤ frSLp

frSLp+1
and

∑C
k=1 BSk (SLk ) ≤ 1. To

decide on admission, the server first checks whether DSp(SLp) ≤ 1 (line 10). If this
condition is violated, then the new client is rejected due to a lack of disk bandwidth.
Otherwise, the server checks whether

∑C
k=1 BSk (SLk ) ≤ 1 (line 11). If this condition

is satisfied, then the new client is admitted. Otherwise, the server may acquire buffer
space for the new client by decreasing the round length of a cluster. The ADR scheme
examines the clusters with the largest rounds (i.e. SLk = ND), because they use the
most buffer space. Let SM be the set of disk utilizations DSm(ND), (m = 1, ..., C)
whose SLm is ND . If SM = 0, then the new client is rejected due to lack of buffer
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Algorithm 1. Admission Decision Procedure
1: Set of utilizations of DSk (j) and BSk (j), (j = 1, ...,ND)
2: A client requests a stream from cluster p, and the server recalculates DSp (j) and BSp(j);
3: A set of disk utilizations: SM = {DSm (ND)|m = 1, ..., C and SLm = ND};
4: BOOLEAN: FLAG ← FALSE;

5: if SLp ≤ ND − 1 and
frSLp

frSLp+1
− ε

frSLp
< DSp (SLp + 1 ) ≤ frSLp

frSLp+1
then

6: if C
k=1 BSk (SLk ) + BSp(SLp + 1 ) − BSp(SLp) ≤ 1 then

7: SLp ← SLp + 1; { Round length increases }
8: end if
9: end if
10: if DSp (SLp) ≤ 1 then
11: if C

k=1 BSk (SLk ) ≤ 1 then
12: FLAG ← TRUE;
13: else
14: while FLAG = FALSE and SM 
= φ do
15: Find the lowest value, DSl (ND) ∈ SM ;
16: SM ← SM − {DSl (ND)};
17: if DSl (ND − 1) ≤ 1 then
18: SLl ← ND − 1 ;
19: FLAG ← TRUE;
20: end if
21: end while
22: end if
23: end if
24: if FLAG = TRUE then
25: The new client passes the admission test;
26: else
27: The new client is rejected;
28: end if

space. Otherwise, to seek the most lightly loaded cluster in SM , the server finds the
smallest value of DSl(ND) in SM and removes it from SM (lines 15-16). If that does
not violate the disk bandwidth constraint (line 17), then the server reduces the value
of SLl from ND to ND − 1 (lines 18-19). This one reduction in round length will
accommodate the new client.

When a client closes a video stream. By decreasing the round lengths in a timely man-
ner, the server is able to obtain buffer space that can subsequently be used to extend the
round length of heavily loaded clusters. For this purpose, when a client closes the video
stream stored in cluster k, the server recalculates DSk(j) and BSk (j), (j = 1, ...,ND),
and then checks whether DSk (SLk ) ≤ frSLk −1

frSLk
− ε

frSLk −1
, (SLk = 2, ...,ND). If this

condition is satisfied, then the server checks whether decreasing the round length would
violate the disk bandwidth constraint (i.e. DSk (SLk − 1 ) ≤ 1). If this constraint can
be maintained, then the server reduces the value of SLk to SLk − 1 .

4 Experimental Results

To evaluate the effectiveness of the ADR scheme, we simulated a server with 40 IBM
Ultrastar36Z15 disks whose tr and Ts are 55 MB/s and 11.2 ms, respectively [7]. The
server is divided into 10 clusters, each of which composed of 4 disks. The arrival of
client requests is assumed to follow a Poisson distribution. We also assume that all
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videos are 90 minutes long, and have the same bit-rate of 1.5Mb/sec, which is typi-
cal of MPEG 1 playback. NS is set at 6 and FS is {BR = 0.5, 2BR = 1, 3BR =
1.5, 6BR = 3}. The total buffer size B is 2GB. The cluster location of each movie is
chosen randomly. Let pi(t) be the access probability of video Vi (i = 1, ...,NV ) at time
t, where NV is the number of movies and

∑NV
i=1 pi(t) = 1. We consider two service

scenarios:

1. Gradual change of popularities (GCP): The access probability follows a Zipf distri-
bution, where pi(0) = 1

NV
m=1

1
m(1−θ)

× 1
i1−θ . We set θ = 0.0, which corresponds to

the real measurement value for a real VOD application [2]. Initially, p1(0) > ... >
pNV (0). At time τ , p(i+1) mod NV (τ) = pi(0). The popularities of the movies ro-
tate over time with a period of τ so that, for example, p(i+1) mod NV ((j+1)×τ) =
pi(j × τ). This pattern might correspond to changing types of audience at different
times of the day [6].

2. Drastic change of popularities (DCP): In this case, the popularity of one movie
drastically increases to α during every period of τ . We set p1(0) = α. Then the
popularities of movies rotate with a period of τ . For example, at time τ , p2(τ)
increases to α. This scenario corresponds to the periodic release of a new movie or
drama [6].

We will now compare the ADR scheme with three conventional methods, CV1, CV2
and CV3, that do not allow adaptive round length adjustment. The round lengths of
CV1, CV2 and CV3 are assumed to be 1, 1.5 and 3 seconds respectively. We then
investigated the number of clients admitted over 20 hours under the GCP and DCP sce-
narios. The value of τ is assumed to be 30 minutes. Fig. 4 shows how the proportion of
clients, the admission ratio, depends on the arrival rate of client requests under GCP. In
this case, the ADR scheme outperforms the conventional schemes under all workloads,
admitting between 1% and 28% more clients.

Figs. 5 and 6 show how the admission ratio depends on the value of α under the DCP
scenario when the arrival rates of 20 and 30 requests/minute. The figures show that ADR
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exhibits the best performance under all workloads. It admits between 21% and 33%
more clients than CV1, between 10% and 21% more than CV2, and between 1% to 19%
more than CV3. From the figures, we observe that the performance gap between ADR
and CV2 increases as the value of α increases, and this can be explained as follows:
As the value of α increases, the requests become concentrated on to popular clusters so
that the disk bandwidth becomes saturated within a shorter time. We also observe that
CV3 performs up to 3% worse than ADR when the arrival rate is 20 requests/minute,
but up to 21% worse when the arrival rate is 30 requests/minute. This can be explained
as follows: When the arrival rate is 20 requests/minute, the buffer resource does not
matter in most cases, so CV3 only performs slightly worse than ADR. But, as the ar-
rival rate increases, the server needs more buffer space to accommodate more clients,
but this effect is more pronounced with the CV3 scheme, which leads to the increased
performance gap.
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5 Conclusions

We have proposed a new data retrieval scheme for load sharing in clustered video
servers. We analyzed how the round length influences the utilization of disk bandwidth
and buffers and provided conditions for jitter-free round adjustment. We then went on
to propose an adaptive data retrieval scheme in which the data retrieval period can be
changed in a jitter-free way so as to give more disk bandwidth to heavily loaded clus-
ters with the aim of increasing the total number of clients admitted. Experimental results
show that our scheme enables the server to admit a much larger number of clients under
dynamically changing workloads because it adaptively assigns a round length to each
cluster, which leads to disk bandwidth and buffer space being utilized more effectively.
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Abstract. We present a system that transforms web contents in the internet ef-
fectively to the corresponding mobile contents adapted to a mobile terminal 
such as a PDA or a mobile phone. The primary goal of this research is to reuse 
web contents in wireless internet environments without additional efforts of re-
building them at scratch for contents adaptation to reduce costs and efforts 
needed to develop such wireless contents for mobile user. The secondary goal is 
to develop more convenient user interfaces to read mobile contents easily with a 
mobile terminal. To do this, we propose a technique, called page splitting, to 
navigate pages with button controls instead of conventional scroll up/down con-
trols. The proposed system has been well operated for both well-known domes-
tic and international news portal sites. 

Keywords: contents adaptation, PDA, user interface, mobile web page, page 
splitting. 

1   Introduction 

With an explosion in use of the internet, there is enormous number of web pages and 
user often retrieves useful information in it. In nowadays, a number of people who 
prefer to use a mobile terminal (MT) such as a mobile phone or a PDA (Personal 
Digital Assistant) to access web contents over wireless internet have been increased 
rapidly. However, to this time, there are some restrictions on the use of such a termi-
nal to access web contents. First of all, most of the contents have been built for desk-
top or laptop PC users. So it should be necessary to transform for contents adaptation 
or to rebuild its contents at scratch for mobile users. Second, a MT furnishes a poor 
user interface (narrow screen size, stylus pen, etc) compared to PC [1], [2], [3], [4], 
[5], [6], [7]. Thus, it should be needed to devise a mechanism to provide a more con-
venient user interface for it. 

In this paper, we present a system called Pocket News that transforms web content 
in the internet effectively to the corresponding mobile content dedicated to a MT, 
particularly a PDA. The primary goal of this research is to reuse web contents in a 
wireless internet environment without any additional effort of rebuilding them at 
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scratch for contents adaptation. We confine our research scope to news contents, 
whose content is frequently added and updated. To process them in real-time, all of 
the pages extracted from a target web site are stored into a web cache as an intermedi-
ate storage for bookkeeping operation. Typically news content is not abruptly 
changed, but updated gradually. Thus, if we found a new web page by checking all of 
the hyperlinked pages of an index page for a target web site, then we can easily add it 
in a web cache, whereas the other pages remain unchanged.  

The secondary goal is to develop more convenient user interfaces to read mobile 
contents easily with a MT. To do this, non-textual information of a web page is 
treated independently. It consists of a distinct mobile page hyperlinked to the mobile 
page which has textual information only. A text-only page is divided into shorter sub-
pages depending on the screen size of a MT. A full text of a sub-page can be viewed 
at once in a displayable screen of a MT. Then we can navigate these sub-pages with 
button controls instead of complex scroll up/down controls. 

The structure of this paper is as follows: In Section 2, we discuss about  
related works. The overall structure of the Pocket News is explained in Section 3.  
In Section 4, the snapshots of the running examples are shown. In addition,  
the comparison results between two distinct styles of user controls when to read 
mobile contents are given. Finally, we conclude this paper and discuss about further  
works. 

2   Related Works 

Several studies have been made on transforming web contents in the internet to  
the mobile contents adapted to a MT, with emphasis on mobile phone. Most of the 
works [9], [10], [11], [12] have been used XML as an intermediate language to 
generate mobile web pages. A typical process of transformation is depicted in  
Fig. 1. 

 

Fig. 1. A typical process of transformation through intermediate language 

The implementation methods of such works have been classified into three cate-
gories: full-automatic, semi-automatic and manual. A semi-automatic method al-
lows user interaction to improve the results of transformation. For example, user 
can make a user profile to give a tip while interpreting a meaning of HTML tag 
used in a web page. In Table 1, WebViews [4] and Web-based interactive document 
translator systems [12] from the related works are compared with the system to be 
proposed in this paper.  
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Table 1. The characteristics of the systems 

System 
Intermediate  

Format 
Automatic/Manual

 Method 
Target Markup  

Language 
WebViews[4] use (XML) Semi-automatic WML, VoiceXML 

interactive  
system [12] 

use (XML) Manual WML 

The proposed  
system 

not use Full automatic WML, mHTML 

The most difficult thing for contents adaptation is that each of web sites adheres to 
its own presentation style. For example, to output its message to web browser, one 
uses <P> tag, whereas the other uses <TR> tag. Thus, it is possible for a strictly re-
stricted web site to transform such a meaningless HTML tag into its structured XML 
tag [12] by just defining their relation manually. In other words, it is not worth for 
most of the web sites in the internet to transform its contents to their corresponding 
XML documents. 

Thus, in this paper, our proposed system will try to transform a web page to the 
corresponding mobile page directly without going through any intermediate language 
like XML. With our approach, it is best fit for the frequently changed web sites, like 
news contents. Thus, we confined our research scope to real-time contents for con-
tents adaptation.  

Also some of the works have been studied about tag conversion between web 
pages in the internet and the corresponding mobile pages [8]. That is, it takes a 
markup language as an input and produces an output in either XHTML Basic (re-
cently XHTML MP) or WML (or mHTML). It keeps the rules necessary for tag con-
version. Each conversion rule has been already made for the corresponding tag. The 
advantage of the above system is to add conversion rules easily for a new markup 
language. However, it dose not guarantee the accuracy of transformation. 

3   The Overall Structure of the Pocket News 

The Pocket News system is an infrastructure network that integrates a wireless LAN 
(WLAN) based on the IEEE 802.11b/g standard. A PDA as a MT with a PCMCIA 
network interface card is connected to the WLAN through a base station (BS). In our 
test-bed network, BS is simply Access Point (AP) for simplicity. 

In a standpoint of software implementation, it is running on two different sides: 
server side and client side. The Pocket News running on the server side loads and 
updates web contents for a target site periodically in a web cache. It transforms 
them into the corresponding mobile pages adapted to a MT. Then it transfers such 
pages to the terminal on receiving the request of a MT. It consists of the loader 
module and the parsing components as shown in Fig 2. The client-side Pocket News 
runs a user-interface program to read the mobile pages generated by the server-side 
Pocket News.  
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Fig. 2. The structure of the server side Pocket News 

3.1   The Loader Module  

If we specify the URL of a target web site (i.e., the index page) to be transformed, it 
extracts all of the pages which have been hyperlinked to the index page and saves them 
in a web cache. Only the page stored in a web cache will be transformed into a corre-
sponding mobile page. In the following, we will briefly explain each of the elements.  

3.1.1   The Directory Manager 
Basically, it creates a new directory (i.e., web cache) whose name is the same as the 
URL of the web site to be transformed. In addition, it renames a relative URL of hy-
perlinked page (or hyperlinked image) used in a web page into the corresponding 
absolute URL. In that case of saving a web page in the directory, the unacceptable 
characters such as \, /,  :, *, ?, <, >, | used in the URL of a page should be replaced 
with the underscore(_) for proper naming.  

3.1.2   The Page Finder 
First of all, it saves an index page into the directory which was created by the direc-
tory manager. Then, it retrieves all of the pages which are hyperlinked to the index 
page and saves them into the same directory. 

3.1.3   The Scheduler 
Because the contents of a target web site will be updated frequently, it visits the site 
periodically to check whether its contents are changed or not. If it happens, it over-
writes the page just updated, whereas the other pages remain unchanged. 

3.2   The Parsing Components 

If a mobile page contains non-textual information like static images, it may not be 
possible to view a full-page at once with a MT. In that case, one manipulates scroll 
up/down controls to view the rest of it. This is a tedious work due to many user inter-
actions. Besides, the size of an original image should be reduced for fitting the screen 
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size of a MT. To solve these, non-textual and textual information are extracted sepa-
rately and each of them is stored into a distinct file. They can be connected implicitly 
with each other by sharing the name of the original page with them. In addition, to 
minimize user interactions, the full text extracted is divided into shorter sub-texts 
which are best fit into a displayable screen of a MT. Therefore, navigation between 
such pages can be done with simple button controls. Notice that during the stage of 
preprocessing unnecessary information, for example, frame, banner menu, advertise-
ment, and style-sheet from each of the pages stored in the web cache is eliminated. 

3.2.1   The Text Extractor 
We assume that a web page is written in HTML without loss of generality. It extracts 
textual information only from a web page in HTML and saves them in a temporal file 
for splitting sub-pages. Note that tabular information still keeps its style after extrac-
tion. However, a tag described an image is replaced with a hyperlink tag to the page 
to be generated by the image extractor. 

3.2.2   The Image Extractor 
It extracts a static image from a given page and saves it in a distinct mobile page. A 
typical resolution of PDA (based on Compaq iPAQ3660) is 150×150. So, an original 
image should be reduced to fit this size. Thus, every image with its caption can be 
viewed at once in a displayable screen of a MT. The textual description about this 
image can be retrieved by clicking a hyperlink embedded in the image tag. 

3.2.3   The Page Splitter 
It splits a transformed page (text only) into two or more sub-pages depending on the 
screen size of a MT. When the font size of a PDA is 9, each sub-page generated by 
the page splitter has less than 380 characters except the first one. Because the first 
sub-page requires additional spaces to include the title of a page, it has less than 200 
characters. With the font size of 10, the number of characters for the first and the rest 
sub-page does not exceed 180 and 350, respectively. Notice that these figures are 
obtained from our empirical results. 

4   The Experimental Results 

4.1   The Experimental Environments  

Basically, the Pocket News system in the server side is running on Windows 2000 
Server, where the system in the client side is running on Windows CE 3.0 (or higher). 
In the server side, it has two major modules as explained in Section 3: the loader 
module and the parsing components. The former has been implemented using Win32 
API and the latter has been designed and implemented using c# and ASP.NET run-
ning on .NET Framework. MMIT (Microsoft Mobile Internet Toolkit) has been used 
to implement the client-side user-interface.  

We have used Compaq iPAQ 3660/3850/5450 and Casio Cassiopeia E-125. A test-
bed wireless internet system has been built and tested with utilization of AP and  
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Fig. 3. The Sample News Contents (from the New York Times) 

WLAN cards based on the 802.11b/g standard. A mobile phone as another MT has 
been tested with both OpenWave SDK 6.2.2 and Microsoft’s Mobile Explorer. 

4.2   The Snapshots of the Pocket News in the Server Side 

4.2.1   The Results of the Loader module 
Fig 3 shows the technology section of the New-York Times web site. It is selected as 
typical new contents for the demonstration of our proposed system. The loader mod-
ule extracts all of the pages which are hyperlinked to the index page of the web site 
and saves them in a web cache. 

 

Fig. 4. The outputs of the parsing components 
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Fig. 5. The outputs of the page splitter 

4.2.2   The Results of the Parsing Components 
Fig 4 shows the two distinct outputs (right-hand side) from the original web page 
(left-hand side); one is the output of the text extractor which consists of text only and 
the other is the output of the image extractor which has the image and its caption. 
They can be referred to each other by assigning the name of the original page to their 
name. Notice that the transformed image will be slightly changed compared to the 
original image. The reason is that it should be adjusted to fit it into a single page, 
while considering the resolution of a given MT.  

With the page splitter of the parsing components, the transformed text-only page is 
divided into two or more sub-pages depending on the screen size of a MT. Fig.5 shows 
the first mobile page after splitting (bottom-side) from the extracted page (top-side). 

4.3   The Snapshots of the Pocket News in the Client Side 

If we choose the first sub-title of the index page of the Technology section in the New 
York Times web site as shown in Fig.6, the first sub-page will become as shown in 
Fig. 6(b). Notice that it has two navigation buttons, instead of scroll bar on the right-
most trail. If we click the next button, we’ll see the 2nd sub-page. 

It can be possible for the Pocket News to transform a web page into the corre-
sponding mobile pages in mHTML or WML which is suitable for mobile phone.  

4.4   Performance Assessment 

It is obvious that there is a significant difference in the time of loading pages for a MT 
between with and without contents adaptation. With contents adaptation, a time 
elapsed to load a single mobile page generated for a PDA is 65 ms in average.  
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Fig. 6. The index page and its sub-page of the Pocket News with PDA 

However, without adaptation it takes 3 to 5 times longer. We omit a detailed discus-
sion about the page loading time due to the page limit. 

One of the most distinguishable features of the Pocket News is to present more 
convenient user interfaces to read mobile contents easily with a MT. To do this, non-
textual and textual information in a web page are treated separately and each of them 
is stored into a distinct file. To minimize user interactions, the full text extracted is 
divided into shorter sub-texts which are best fit into a single screen of MT. We have 
two great advantages by doing such a page splitting. First, a full-text of such a sub-
page can be viewed at once without additional user interaction. Second, once a static 
image can be adjusted to fit into a displayable screen of a specific MT, no additional 
effort for an image adjustment will be needed.  

Because of the narrow window for a MT and difficulty in controlling scroll bar by 
using stylus pen in a PDA or arrow key pads in a mobile phone we can say that using 
scroll bar control is inconvenient compared to navigation button controls. To verify this, 
we have made a series of tests to see which is better to read mobile contents with PDA.  

 

Fig. 7. The comparison of user manipulation time 
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In this experiment, each of 10 testers used his (her) own PDAs to read mobile con-
tents. Two different news contents, entertainment news and sports news, are selected 
for this experiment. Note that the size of a page generated by the page splitter is about 
1 Kbytes. 

We have summarized the experimental results as shown in Fig 7. The data is ob-
tained from the average of the elapsed time (in second) for the 10 trials. With the aid 
of the page splitting, manipulation of navigation button controls to read mobile pages 
with PDA is faster than with scroll bar controls by 8 to 39%. It becomes more  
efficient as the size of a mobile content becomes larger. 

5   Conclusion and Further Works 

We have presented a system called Pocket News that transforms web contents in the 
internet effectively to the mobile contents adapted to a mobile terminal such as a PDA 
or a mobile phone. We proved that it is feasible for this system to reuse web contents 
in a wireless internet environment without any additional effort of rebuilding them at 
scratch for contents adaptation. It enables us to reduce costs and efforts needed to 
develop wireless contents for mobile user. Our proposed system is adequate for fre-
quently changed web sites, especially News contents. A series of experiments show 
that the proposed system has been well operated for well-known domestic and inter-
national new portal sites, including the New York Times. 

We also proposed a technique, called page splitting, to navigate pages with button 
controls instead of scroll up/down controls to read mobile pages easily with a mobile 
terminal. With adaptation of the page splitting technique, manipulation of navigation 
button controls to read mobile pages is faster than with scroll bar controls by 8 to 
39%. It becomes more efficient as the size of a mobile content becomes larger.  

In the further works, we will add user profiles to the text extractor of the parsing 
components for improving its performance. It will keep heuristic rules for frequently 
used HTML tags to direct the way of translation.  
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Abstract. By exploiting the commonly observed Laplacian probability 
distribution of audio, image, and video prediction residuals, many researchers 
proposed low complexity prefix codes to compress integer residual data. All 
these techniques treated predictions as integers despite being drawn from the 
real domain in lossless compression. Among these, Golomb coding is widely 
used for being optimal with non-negative integers that follow geometric 
distribution, a two-sided extension of which is the discrete analogue of 
Laplacian distribution. This paper for the first time presents a novel predictive 
codec which treats real-domain predictions without rounding to the nearest 
integers and thus avoids any coding loss due to rounding. The proposed codec 
innovatively uses the concept of distributed source coding by replacing the 
reminder part of Golomb code with the index of the coset containing the actual 
value.  

Keywords: Predictive coding, Prediction residual, Lossless coding, Laplacian 
distribution, Distributed source coding, and Coset. 

1   Introduction 

Predictive coding techniques [1] have found widespread applications in lossless 
coding of digital audio [2], image [3], and video [4] data. In linear predictive coding 
of an integer-valued source X , after having observed the past data sequence xt-1 = (x1, 
x2, …, xt-1), the value of xt is predicted as a linear combination of the previous p  
values as 

= −= p
k ktkt xax 1

ˆ , (1) 

where ak, k = 1, …, p, are the predictor coefficients. Given a data sequence  
xn = (x1, x2, …, xn) and a fixed prediction order p, the most common way of 
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selecting the predictor coefficients is to minimize the total squared prediction 
error such that 

= = −
∈
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Observe that even if the source values are integers, the predictor coefficients are 
drawn from the real domain, leading to continuous valued predictions. In non-linear 
prediction, if the predictions are constrained to integers, a real valued DC offset is 
typically present in the prediction residuals [3].   

Real valued prediction residuals in audio, image, and video coding are commonly 
observed following Laplacian distribution [5] where the pdf of the residual  can be 
modeled as 

ελ
λ

λε −= ef
2

)( , 0>λ . (3) 

Here, the parameter λ  controls the two sided exponential decay rate. Substituting 
λ−e  with θ  in (3) yields 

ε
θ θθε

2

ln
)( −=f , 10 << θ . (4) 

Many researchers exploited this distribution to develop coding techniques that can 
encode and decode residuals very fast without using any temporary memory. All these 
codes, however, can handle only discrete values and consequently their application in 
lossless predictive coding demands rounding of the predictions to the nearest discrete 
value. In doing so, the prediction residuals are modeled by the two sided geometric 
distribution, which is analogous to Laplacian distribution in the discrete domain. 
Among these, Golomb codes [6] are optimal [7] for one sided geometric distribution 
of non-negative integers. Given a parameter m, Golomb code of a non-negative 
integer residual  has two parts: quotient of m/ε  in unary representation and the 
reminder of that division in minimal binary representation. Popular lossless codecs, 
e.g., JPEG-LS [3], use Golomb codes for compressing integer prediction residuals by 
mapping them into non-negative integers using the following overlap and interleave 
scheme prior to encoding [8]: 

−
≥

=
.otherwise,12

;0,2
)(

ε
εε

εM  (5) 

In this scheme, the symmetry inherent in the original distribution is no longer handled 
properly as equally probable opposite signed integers get codes of different lengths. 
Moreover, Golomb codes being optimal for non-negative integers does not preclude 
improving predictive compression gain further if the residuals could be handled in 
real domain and thus avoiding any loss due to rounding.   

This paper presents a lossless predictive prefix codec of integers where the Golomb 
codec is modified so that the otherwise independent prediction mechanism is infused  
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into both the encoding and decoding stages. This modification innovatively applies 
distributed source coding concept for the first time in such application by first 
partitioning the integer domain into m distinct cosets, each having m distance between 
successive members, and then replacing the reminder part of Golomb code with the 
index of the coset having the actual integer to be coded. Unlike Golomb codes, this 
technique thus treats two residuals of opposite sign alike as these are always coded by 
the same coset. Consequently, the mapping function in (5) is effectively transformed 
into εε 2)( =M  for any real valued residual . 

The organization of the rest of the paper is as follows. In section II we present the 
concept of distributed source coding which form the basis of our algorithm presented 
in section III. Experimental results are presented in section IV. We conclude the paper 
in section V. 

2   Distributed Source Coding Principle 

Distributed Source Coding (DSC) refers to the compression of correlated sources 
which are not co-located, i.e., the encoders for the sources are independent and cannot 
communicate with each other to exploit the redundancy. The encoded bit-stream from 
each source is sent to a single decoder which operates on all incoming bit-streams and 
decodes the sources. To be more precise, let consider the distributed source coding 
problem for two discrete-alphabet sources X and Y.  With separate encoders and 
decoders (see Fig. 1(a)) one can transmit X at a rate RX ≥ H(X) and Y at a rate RY ≥ 
H(Y), where H(X) and H(Y) are entropies of X and Y respectively. However, with joint 
decoding (see Fig. 1(b)) we can do better than this. The information theoretic bound 
for this problem has been established by Slepian and Wolf in [9] which states that if 
the joint distribution of X and Y is known the achievable rate region is as shown in 
Fig. 1(c). It is surprising that we can have both RX < H(X) and  RY < H(Y), and the sum 
of the rates RX + RY  can be equal to the joint entropy H(X, Y) even though each 
encoder has access to its own source only. 

Although the Slepian-Wolf theorem states the fundamental limits on 
communication efficiency, it is silent about how this could be achieved. However, 
Wyner indicated in [10] that coding of correlated sources with separate encoders but  
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Fig. 1. (a) Separate encoders and separate decoders; (b) separate encoders and joint decoder; 
and (c) achievable rate region for Slepian Wolf coding 
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joint decoder can be approached using channel coding concepts. The main idea is to 
divide the source data space into a finite number of cosets using channel coding 
techniques, where the distance between any pair of elements in each coset is 
maintained greater than twice of the correlation noise in the data set. Compression of 
the scheme stems from transmitting only the coset index instead of the actual value. 
The decoder is then able to extract the actual value from the given coset as long as 
some form of side information is already available at the decoder such that the 
distance between the actual value and the side information is less than half of the 
minimum distance between any pair of elements in the coset. 

Although distributed source coding refers to the compression of correlated sources 
which are not co-located, the same coset based technique can be used to compress 
correlated as well as co-located sources. In order to clarify concept of DSC techniques 
in coding correlated as well as co-located sources let consider the predictive coding 
technique which rounds the prediction x̂ , available both at the encoder and the 
decoder, to the nearest integer x~ . Let xxe ~−=  and 1|| ≤e  represents the underlying 

correlation statistics. Then }1,0,1{−=E  is the finite set of possible residual values. If 

these possible values are considered equally-likely, the entropy encoder takes 
3log2  bits to encode the residual. The value of x  is then decoded by simply adding 

the residual to the rounded predicted value since exx += ~ . Now assume that the 
universe of integers Z is divided into three cosets Z3},6,3,0{0 ==Ψ , 

13},7,4,1{1 +==Ψ Z , and 23},8,5,2{2 +==Ψ Z . Instead of coding the 

residual, DSC encodes the value of x  by simply coding the index of the coset 
containing x , which also takes 3log2  bits. Here it may be noted that the encoder 

need not to know the predicted value x̂ . As the minimum distance between any pair 
of integers in any of the three cosets is 3min =d , the value of x  can then be decoded 

by retrieving the value in the indexed coset nearest to x~ , since )2/(1|| minde <≤  

(see Fig. 2).  

x~

1+x 2+x 3+x1−x2−x3−x x  

Fig. 2. x is nearest to x~  in the indexed coset 

Although the conventional entropy coder has to round x̂  to the nearest integer x~ , 
DSC techniques can potentially work without rounding as explained in the following 
example and in doing so can avoid compression efficiency loss due to rounding. Let 

xx ˆ−=ε  and the underlying correlation be 1|| <ε . Since conventional coding 

technique first rounds x̂  to the nearest integer, in this case also }1,0,1{−=E  is the  
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finite set of possible residual values and if all the residual values are equally likely, 
conventional entropy coder takes 3log2  bits to encode. However, DSC  

techniques based coder partitions Z  into two cosets Z2},4,2,0{0 ==Ψ  and 

12},5,3,1{1 +==Ψ Z  with 2min =d , and encodes x  by simply encoding the index 

of the coset containing x  which requires 2log2  bit. The value of x  can be decoded 

by retrieving the value nearest to x̂  in the indexed coset, since 2/1|| mind=<ε . 

Thus, in this case gain due to avoiding round is 2log/3log 22 .  

3   DSC Based Residual Coding 

Although both the conventional coding techniques and the DSC techniques 
theoretically have the same compression efficiency, in practice one coding technique 
may have advantage over the other. In contrast to the conventional coding techniques, 
we present in this section a DSC based technique to code integers with Laplacian 
prediction residuals that has the advantage of working without rounding. 

3.1   Encoding 

For a given positive integer parameter m, consider the coding of x   with prediction 
x̂  available both at the encoder and the decoder. Let partition the set of integers Z  
into m cosets )(iC , 10 −≤≤ mi , each coset being an equivalence class modulo m, 

i.e., )(iC  = )}(mod:{ mizzz ≡∧∈ Z . The minimum distance between any pair of 

integers in each coset is at least m. Now let xx ˆ−=ε , ε=d , and 2/mh = . If x̂  is 

at a distance less than h from x ∈ C(i), i.e., if hd <  the decoder can recover x  by 
finding the integer nearest to x̂  in )(iC . However, to handle arbitrary value of d, 

we define another index j such that )1( +<≤ jhdhj  or equivalently hdj /= . In 

the next section it will be shown that these two indices (i, j) are sufficient for 
decoding x  if )1( +<< jhdhj  and the case hjd =  can easily be handled with one 

additional bit. However, for real valued random variable the probability of a 
particular value is zero and thus this extra bit overhead does not affect the average 
code length.  

In this scheme the index j is coded in unary and the coset index i is coded in 
minimal binary. In minimal binary coding of an non-negative integer i from the 

alphabet {0, 1, …, m-1}, m2log  bits are used to code i when i < mm −2log2  and 

m2log  bits are used otherwise. Here shorter codes are given to the integers at the 

beginning of the alphabet assuming that probabilities of the integers are non-
increasing. Since, according to Laplacian distribution the probabilities of the integers 
nearer to x̂  are higher, the probabilities of the coset indices of the integers nearer to 
x̂  are also higher. Thus for better compression efficiency the coset indices are  
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ordered according to their distances from x̂  and instead of coding the coset index i its 
position index k in the ordered set is coded in minimal binary. Now the encoding 
algorithm can summarized as follows. 

Algorithm 3.1 ( k , j , b ) = ENCODE(m , x , x̂ ) 

1. |ˆ| xxd −=  

2. 2/mh =  
3. hdj /=  

4. Encode j  in unary 

5. Find the k -th nearest integer y  to x̂  such that 

) mod( myx ≡  

6. Encode k  in minimal binary. 
7. IF hjd =   

Append bit b  
IF x  < x̂  Set 0=b  ELSE Set 1=b    

3.2   Decoding 

Given the positive integer parameter m, the prediction x̂ , and the index pair (j, k), 
the decoder first finds the k-th nearest integer y to x̂ . Then i = y mod m is the coset 
index of x, i.e., x belongs to the coset )(iC  . The value of j indicates that 

)1( +<≤ jhdhj  which means that either hjxx −≤ ˆ  or hjxx +≥ ˆ . Moreover, it 

also indicates that )1(ˆ +−> jhxx  and )1(ˆ ++< jhxx . Let Lhjx =−ˆ  and 

Rhjx =+ˆ . The decoder then finds in )(iC  the greatest integer xf such that Lx f ≤  

and the least integer xc such that Lxc ≥ . Now x must be either of these two values 

since any other integer in )(iC  violates the constraints imposed by j (see Fig. 3). If 

hxL f <−<0  then 0>>− hRxc , i.e, )1(ˆ ++=+> jhxhRxc  and thus x must 

be xf . Similarly if hRxc <−<0  then xc must be x. However, if 0=− fxL  then 

also 0=− Rxc  and an ambiguity arises which can be solved from the extra bit 

appended with the code for this case. The decoding algorithm is summarized in 
Algorithm 3.2. 

 

Fig. 3. DSC based decoding 
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Algorithm 3.2 ( x ) = DECODE(m , x̂ , ( k , j , b )) 

1. Find the k -th nearest integer y  to x̂  

2. i = my mod   

3. 2/mh = , hjxL −= ˆ , hjxR += ˆ  

4. Find the greatest integer x  in )(iC such that Lx f ≤    

5. Find the least integer xc in )(iC  such that Rxc ≥   

6. IF hxL f <−<0  THEN fxx =  

   ELSEIF hRxc <−<0  THEN cxx =  

   ELSE  
Get next bit b 
IF b = 0 THEN fxx =  ELSE cxx =  

4   Experimental Results 

To demonstrate the effectiveness of the proposed technique, we applied it in coding 
both the random integer sources with Laplacian prediction residuals and QCIF 
standard test video sequences. We considered the predictive video scheme in [4] as a 
representative predictive coding scheme since it uses motion compensation as well as 
linear prediction and the prediction residuals obtained by this scheme when applied 
on test video sequences closely matched the Laplacian distributions. The performance 
of this new technique was also compared against widely used technique of coding  
the prediction residuals, i.e., rounding the real valued residuals to integers, mapping 
the integers into non-negative integers using equation (5), and then encoding the  
non-negative integers using Golomb codes.  

 

Fig. 4. Performance comparison against Golomb codes. Optimal values for the parameter m 
are shown on the curves 
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In the ideal case we encoded uniformly distributed integers in the range [1, 256] 
with real valued predictions such that the distributions of the residuals were 
Laplacian. We performed the experiments for different values of the parameter θ , 

10 << θ . For each value of θ , we determined the optimal value of the parameter m 
for both the Golomb codes and the proposed codes by exhaustive search.  

Fig. 4 compares the performance of the proposed technique against conventional 
technique, both without mapping of the coset indices and with mapping of the coset 
indices according to their probability. It is clear from the figure that the proposed  

 

  
(a) (b) 
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Fig. 5. Distribution of prediction residuals in standard test video sequences (a) Grandma; (b) 
Claire; (c) Miss America; (d) Mother & Daughter; (e) Foreman; and (f) Carphone 
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scheme with mapping of coset indices performed better for all values of θ  than the 
conventional scheme. The performance gain is more pronounced for 6.0<θ  and in 
practical applications if the predictions are good enough in capturing the underlying 
correlation, the pdf of prediction residuals are highly peaked at zero with smaller 
values of θ . It is also evident form the figure that the performance of the new 
technique without mapping is worse than that of with mapping as expected. In the rest 
of the paper we have used the proposed technique with mapping of coset indices. 

Now let evaluate the effectiveness of the proposed technique in coding empirical 
prediction residuals. We applied our technique in coding video coding residuals 
obtained by applying the predictive video coding scheme proposed in [4] on first 
twenty frames of six QCIF standard test video sequences, namely, Grandma, Claire, 
Miss America, Mother & Daughter, Foreman, and Carphone. The histograms of the 
prediction residuals for each of the six video sequences are shown in Fig. 5.  

After prediction each frame was encoded with both the conventional scheme and the 
proposed scheme. In both of the schemes each frame was divided in to 8X8 non 
overlapping blocks. For each block the value of the coding parameter m was optimized 
and this value was used to encode each of the pixels of the block. However, for 
sequential decoding we need to send these optimal values of parameter m to the decoder 
in advance. Table I summarizes the compression gain of the proposed scheme over the 
conventional scheme in coding the residuals. Higher compression gain for the video 
sequences Grandma, Claire, and Miss America can be attributed to the fact that 
histograms of prediction residuals for these sequences are heavily peaked at zero and 
decays rapidly on both sides. Thus, the distributions of their prediction residuals can be 
modeled by Laplacian distributions with smaller values of θ . On the other hand, 
histograms for Mother & Daughter, Foreman, and Carphone decays slowly on both 
sides, thus have larger values of θ , and consequently have less compression gain. 

Table 1. Compression gain of the proposed scheme against Golomb code based conventional 
scheme 

Video Sequence Compression Gain (%) 

Grandma 3.3 

Claire 3.6 

Miss America 2.3 

Mother & Daughter 1.7 

Foreman 0.8 

Carphone 1.0 

5   Conclusion 

An efficient technique to encode integers with real-domain prediction under the 
distributed source coding paradigm has been presented in this paper. Experimental 
results on both predictive coding of random sources with Laplacian residuals and 
predictive coding of standard test video sequences have shown the superiority of this 
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new technique over Golomb codes based conventional technique. Our future works 
aim at improving the performance of the proposed technique by more efficiently 
encoding the coset indices.  
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Abstract. Distributed source coding is a new paradigm for source compression, 
based on the information-theoretic results built upon by Slepian and Wolf, and 
Wyner and Ziv from the 1970s. Recently some practical applications of 
distributed source coding to video compression have been studied due to its 
advantage of lower encoding complexity over conventional video coding 
standards. In this paper, we proposed a new distributed source coding 
framework based on signal denoising techniques. To apply the proposed 
framework in video coding systems, we give a novel distributed video coding 
scheme. Our experimental results show that the proposed scheme can achieve 
better coding efficiency while keeping the simple encoding property. 

Keywords: distributed source coding, video coding, denoising techniques. 

1   Introduction 

With the development of network and wireless communication, more and more 
applications about wireless video and sensor networks are emerging. In these 
applications, video coding has to be performed in small, power-constrained, and 
computationally-limited low-cost devices. In response to the increasing demand on 
these applications, a simple video codec is eagerly needed. Moreover, the coding rate 
should not be compromised because this directly impacts the amount of power 
consumed in transmission [1]. Video codec based on the principles of distributed 
source coding is just the required video coding technology that can be adaptive to 
these applications.  

The distributed source coding theorems had been established in the 1970s by 
Slepian and Wolf [2] for distributed lossless coding, and by Wyner and Ziv [3] for 
lossy coding with decoder side information. Coding algorithms that build upon these 
results are generally referred to as distributed source coding. These coding theories 
give us the surprising insight that efficient data compression can also be achieved by 
exploiting source statistics-partially or wholly-at the decoder only. One of the most 
important applications of the distributed coding algorithm is the distributed video 
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system that exploits temporal (interframe) and spatial (intraframe) correlation in the 
video stream should be performed by the decoder. This facilitates the design of a 
simple video encoder at the cost of increased complexity at the decoder.  

In 1999, Prandhan and Ramchandran [4] introduced a practical framework for 
Slepian Wolf problem based on channel coding principles. In their method, called 
Distributed Source Coding Using Syndrome (DISCUS), each output sequence is 
divided into a coset and the source transmitted the syndrome of the coset instead of 
the whole sequence. Since the syndrome is shorter than the original sequence, 
compression is achieved. The decoder reconstructs the original sequence using the 
syndrome and side information. After that, S.D.Servetto [5] uses lattice quantization 
to carry out Wyner Ziv codec. Z.Xiong, etc. [6] and D.Rebollo-Monedero, etc. [7] 
propose Wyner Ziv codec by adding a quantizer in Slepian Wolf codec and get better 
results. For distributed video coding, many different schemes have been proposed, 
such as Aaron et al’s “intraframe encoding + interframe decoding ”system [8], Puri 
and Ram-chandran’s PRISM system [9], Xu and Xiong’s layered Wyner Ziv 
coding[10] and Sehgal’s state-free video coding system[11]. These schemes show the 
rate-distortion performance of distributed video coding outperforms conventional 
intraframe video coder by a substantial margin, however it does not yet reach the 
performance a conventional interframe video coder. So, the new techniques have to 
be developed to improve the performance of the distributed video coding scheme. 

Prior work on this topic has been restricted to a basic framework based on 
algebraic channel coding principles. In this work, we propose instead a framework 
based on signal denoising approaches. A simple correlation structure between the 
source and the side information is first given. And then a new distributed source 
coding framework is proposed. To apply the proposed framework to video coding 
systems, we give a novel distributed video coding scheme. 

The rest of our paper organized as follows. In Section 2, we review the theoretical 
background of source coding with side information. In Section 3, we describe the 
basic philosophy and architecture of the propose scheme and illustrate the key 
intuition behind framework. In Section 4, a specific implementation of the framework 
to video coding is described. Section 5 details the simulation results and Section 6 
concludes the paper. 

2   Theoretical Background 

In 1973, Slepian and Wolf presented a surprising result to the source coding 
(compression) community [2]. The result states that if two discrete alphabet random 
variables X and Y are correlated according to some arbitrary probability distribution, 
then X can be compressed without access to Y  without losing any compression 
performance with respect to the case where the encoder of X  does have access to Y . 
More formally, without having access to Y , X  can be compressed using 

)|( YXH  bits. This is the same compression performance that would be achieved if 

the encoder of X  had access to Y . In [2], Slepian and Wolf established the rate 
regions that are needed to represent X  and Y . The rate regions are represented as a  
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graph in Fig.1. From the graph, we can see that the sum of rates )()( YRXR + can 

achieve the joint entropy ),( YXH , just as for joint encoding of X  and Y , despite 

separate encoders for X  and Y . 

Achievable 
Rate Region

),( YXHRR YX =+

XR

YR

)(YH

)|( XYH

)(XH)|( YXH  

Fig. 1. Slephian-Wolf Theorem: Achievable rate regions for distributed compression of two 
statistically dependent i.i.d. source 

The above results were established only for lossless compression of discrete 
random variables. In 1976, Wyner and Ziv extended this work to establish 
information theoretic bound for lossy compression with side information at the 
decoder. Wyner and Ziv proved that, unsurprisingly, a rate loss is incurred when the 
encoder does not have access to the side information. However, they also showed that 
there are no performance degradations in the case of Gaussian memoryless sources 
and mean-squared error distortion [12].  

 

Fig. 2. The interpretation of DSC based on channel codes 

They only give us the theoretical results, however, they do not provide intuition 
how one might achieve the predicted theoretical bounds practically. The first 
constructive framework for the distributed source coding problem, named DISCUS 
was proposed in 1999, where a coding construction based on trellis codes was 
presented. Subsequently, more powerful code constructions for distributed source 
coding problem have been present, such as turbo codes, low density parity check 
codes (LDPC) and irregular repteat-accumulate codes (IRA), etc. The reason that  
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channel coding method can be used for practicing Slepian-Wolf coding is interpreted 
as follows. In Fig.2, X is transmitted through a correlation channel and the result 
isY . To protect X  from channel errors, we can use channel coding method to some 
generate parity bits to reconstruct X  from Y . 

Although the framework of DSC base on channel codes is very successful to 
approach Slepian-Wolf bound, it isn’t always efficient for the practice application, 
especially for video coding application. The reason is the ability of correct-error of 
channel codes is limited. When the correlation between source and side information is 
weak, this kind of framework is inefficient. Therefore, it is needed to investigate new 
techniques to solve this problem. 

3   Philosophy of the Proposed Framework 

So far, all practical Wyner-Ziv video codecs are based on the channel codes. In this 
paper, we proposed a different implementation method based on signal denoising 
method, called DISCOID. We consider the system of Fig.3 with the following 
assumptions: 

� X and Y  are correlated. 

� 1nRX += , 2nRY += , where R  is correlation information, 1n  and 2n  
are the noise information. 

� Y  is available at the joint decoder and we try to compress X  as efficiently as 
possible.  

Denoising
R

X

Side Information

+1n Source 
Encoder

Denoising

Y

Source 
Decoder-

R̂

X̂

Parameters
Encoder Decoder

1n̂

 

Fig. 3. System for compression based on signal denoising method 

With the three assumptions above, in order to allow the use of signal denoising 
method, at the encoder, X  will be fed into the denoising module and its output is 

R as shown in Fig.3. Then the noise 1n  equals to the difference between X  and R , 

which is intracoded. At the decoder side, Y  as side information is processed similar 
to X according to the denoising parameters from the encoder to abtain the correlation 

information R̂ . Then the reconstruction data X̂  is calculated by the sum of the 

correlation information R̂  and the noise 1n̂ . 
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4   A Distributed Video Codec Based on the Proposed Framework 

According to the Wyner-Ziv theorem on source coding with side information and the 
above implementation method, a simple video codec is proposed. Fig.4 and Fig.5 
depict the block diagram of our proposed encoder and decoder, respectively. 

4.1   Encoding 

The video frame to be encoded is first partitioned into 16 × 16 blocks. Then each 
block is classified into one of three block types—Skip blocks, Intra blocks, and Inter 
blocks. The classification is based on the sum of the absolute difference (SAD) 
between the current block and the co-located block in the previous frame. If the SAD 
is small, the block is a Skip block. If the SAD is large, the block is classified as an 
Intra block. Otherwise, the block type is set to Inter block. Preset thresholds 
determine this block-type classification, and the block type for each block is passed to 
the decoder in the bitstream. 

Orig
P Frame

16  16 Block 
Classify

DCT
Intra

Inter One 8   8 Block

CQ

Block Type

ECQ

Median 
FilteringThe other 8   8 Blocks

×

×

×

DCT: Discrete Cosine 
Transform
EC: Entropy Coder
CQ: Conditional 
Quantization

-

 

Fig. 4. The proposed distributed video encoder 

For Skip blocks, none of bits of the block are coded. On the other hand, for Intra 
blocks, the coefficients are coded by traditional intra-codec (DCT, Quantization, and 
Entropy Coding). Finally, for Inter blocks, the coefficients of the block are partitioned 
Intra coefficients (the size of 8×8 ) and Inter coefficients (the other coefficients) as 
illustrated in Fig.4. The Intra coefficients are encoded by the traditional intra-codec. 
The Inter coefficients are first filtered by median filters, and then quantized by 
conditional quantization (the conditional quantization consists of the quantized and 
dequantized processing, the quantization stepsize is in proportion with SAD). The 
difference of between the original coefficient and the quantized coefficient is the 

noise 
'

1N  as illustrated Fig.3, which are encoded by traditional intra-codec. The 

quantization stepsize for each block is passed to the decoder in the bitstream, which 
are the denoising parameters as illustrated Fig.3. 
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4.2   Decoding 

The block diagram of the proposed decoder is shown in Fig.5. The decoding 
processing of the bitstream is as follows. The Skip blocks are reconstructed by 
copying the co-located block in the previous frame. The Intra blocks are decoded by 
Intra decoder. During decoding the Inter blocks, the 8 × 8 Intra blocks is firstly 
intradecoded, then the motion vectors (MVs) are obtained by performing the motion 
estimation in the previous frame. The motion compensated results of the other 8×8 
blocks according to the MVs are used as side information.  The side information are 
first filtered by median filters, and then quantized by conditional quantization (the 
quantization stepsize is transmitted by the encoder) to obtain the correlation 

information Ŝ  as illustrated in Fig.3. The reconstructed block is the sum of the noise 
information from the encoder and the correlation information from the side 
information. 

×

×

 

Fig. 5. The proposed distributed video decoder 

5   Experiment Results 

In this section, we present some simulation results that illustrate the performance of 
the DISCOID framework and video codec based on it.  

5.1   The Performance of the Proposed Framework 

Consider the source model as given in Section 3. We use Lloyd quantizer as denoising 
method to obtain S  through X  and Y . The bitrate can be controlled by adjusting 
the length of the codebook. Initial experiments have been performed to compare the 
proposed scheme with Wyner-Ziv bound, and independent encoding X  without Y . 
The correlation-SNR (which is the ratio of variance of S and N ) is set as 18 and 24, 

respectively. The PSNR of X̂  is plotted versus bit per sample in Fig.6. As  
can be note from Fig.6, we are about 3 to 5 dB from the Wyner-Ziv bound at  
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correlation-SNR of 18 and 24, respectively, with gains of about 1 to 4 dB over the 
independent encoding X without Y . It can also be seen that the performance of the 
proposed method for higher correlation-SNR (24) is better than that of lower 
correlation-SNR (18). The reason is that the denoising method is simpler and this 
makes the denoising less efficient. To improve the performance of the proposed 
scheme, the more efficient denoising method need be designed, which is part of our 
ongoing work. 

 
(a) 

 
(b) 

Fig. 6. Rate and PSNR comparision of three schemes: (a) Correlation-SNR is 18 dB, (b) 
Correlation-SNR is 24 dB 
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5.2   The Performance of Video Codec Base on Proposed Framework  

To evaluate the coding efficiency of the proposed approach to video sequence, we 
implemented the video codec given in Section 4. The results for the first 30 frames of 
Mother-Daughter and Foreman QCIF sequences are shown in Fig 7. And only the rate 
and distortion of the luminance is plotted. The frame rate is 10 frames per second. The 
results are also compared with H.263 I-P-P-P and H.263 Intraframe coding. From the 
plots we can see that the rate-distortion performance of our proposed methods lies 
between H.263 interframe and intraframe coding. For Mother-Daughter sequence the 
plots show that the proposed scheme can achieve 2 to 3 dB improvement. For  
 

 
(a)  

 
(b)  

Fig. 7. Rate and PSNR comparison of three schemes: (a) Mother and Daughter Sequence, (b) 
Foreman Sequence 
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Foreman sequence, which has high motion throughout the frame, we observe less 
improvement over Intraframe coding. The proposed scheme attains about 1 dB 
improvements in PSNR. The proposed scheme has no advantage of compression 
efficiency when compared to the distributed video coding based on channel codes 
[4,5]. According to the statistic property of video sequence, how to design an efficient 
denoising method is also dealt with in our following work. 

6   Conclusions 

A distributed source coding framework based on signal denoising techniques is 
proposed in this paper. Based on this framework, we give a simple implementation to 
video coding. The experiment results show that the performance of our system is 
better than H.263 intraframe coding and the gap between our scheme and H.263 
interframe coding is still large. But with more complex and accurate side information 
estimation and denoising methods, the performance will be better. This proposed 
framework gives us another selectable method to implement distributed source coding 
except to channel codes. 
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Abstract. We propose a concept-centered approach that combines region- and 
image-level analysis for automatic image annotation (AIA). At the region level, 
we group regions into separate concept groups and perform concept-centered 
region clustering separately. The key idea is that we make use of the inter- and 
intra-concept region distribution to eliminate unreliable region clusters and 
identify the main region clusters for each concept. We then derive the 
correspondence between the image region clusters and concepts. To further 
enhance the accuracy of AIA task, we employ a multi-stage kNN classification 
using the global features at the image level. Finally, we perform fusion of 
region- and image-level analysis to obtain the final annotations. Our results 
have been found to improve the performance significantly, with gains of 18.5% 
in recall and 8.3% in “number of concepts detected”, as compared to the best 
reported AIA results for the Corel image data set. 

Keywords: Automatic Image Annotation, multi-stage kNN, Kullback-Leibler 
divergence. 

1   Introduction 

Conventional content-based image retrieval (CBIR) systems require users to retrieve 
images based on low-level content attributes. Ideally, the users would prefer to query 
an image database by issuing text-based semantic queries. To facilitate text-based 
retrieval of images, the images must be annotated with a set of concepts. The automatic 
image annotation (AIA) involves the analysis of low-level content features of  
images at the regions/blocks or image level to infer the presence of semantic concepts. 

AIA has received extensive attention recently. Starting from a training set of 
annotated images, many statistical learning models have been proposed in the 
literature to associate low-level visual features with semantic concepts 
[1,3,5,17,18,19]. The methods can be divided into two groups: the image-based vs. 
the region-based methods. The image-based methods [1] attempt to directly label 
images with concepts based on the selection of low level global features. These 
methods result in low-cost frameworks for feature extraction and image classification. 
But using only global visual properties limit their effectiveness to mostly scene-type 
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concepts and are not effective for object-type concepts. The second group is the 
region-based methods [3,5,9,10,11,12,17,18,19] that are based on the idea of first 
dividing the images into regions or fixed-sized blocks. A statistical model is then 
learnt from the annotated training images to link image regions directly to concepts 
and use this as the basis to annotate testing images. Most existing region-based 
methods adopt the discrete approach by tackling the problem in two steps: (1) 
clustering all image regions to region clusters; and (2) finding joint probability of 
region clusters and concepts. The performance of region-based methods is strongly 
influenced by the quality of clustering and consequently the linking of region clusters 
and concepts, both of which are unsatisfactory. 

One of the problems of current AIA systems is that the analysis is carried out at the 
region or image level. The region level analysis is limited by the accuracy of 
clustering, and is able to capture mostly object level information. On the other hand, 
image level analysis is simple but is able to capture only global scene level contents. 
To overcome the problems of both techniques and to enhance the overall AIA 
performance, we need to analyze image semantics at multiple levels, the content 
(region) and concept (image) levels. Thus in this research, we propose a novel 
concept-centered framework to facilitate effective multi-level annotation of images at 
region and image levels. The main techniques and contributions of our work include: 
(1) We propose a novel concept-centered region-based clustering method to tackle the 
correspondence between the concepts and regions. The process utilizes intra- and 
inter-concept region distributions to automatically identify the main region clusters 
(blobs) for each concept, obtain the representative region clusters and typical features 
for each concept, and use the information to annotate the regions. (2) We perform 
multi-level annotation by fusing the results of region-level and image-level 
annotations. 

The rest of the paper is organized as follows. Section 2 presents a brief overview of 
the design of the system. Section 3 discusses the region-based concept-centered 
technique. Section 4 describes the image-based multi-stage kNN classifier. In Section 
5, the image- and region-level results are fused in two stages to produce the multi-
level semantics for the testing images, along with results and discussions. Finally 
Section 6 concludes the paper. 

2   System Design 

To address the limitations of current AIA systems, our concept-centered AIA system 
aims to solve the correspondence between image regions and concepts at region-level 
analysis, and then combine region- and image-level analysis for automatic image 
annotation, which produces multi-level (both concept level and content level) 
semantics of images. The overall system consists of 4 main modules as shown in 
Figure 1. 

As with most research in AIA, we consider the case where the concepts are 
annotated at the image level. Hence each segmented region within an image will 
inherit all the concepts annotated for that image. As only one or two concepts are 
likely to be relevant to a particular region, the problem then becomes one of 
identifying the main concept associated with each region, while eliminating the rest of 
co-occurring concepts at the image level. To tackle the problem, Module 1 performs 
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concept-centered region clustering to identify the main region clusters for each 
concept by taking into consideration the inter- and intra-region distributions. The 
main region clusters for each concept are used later as the basis to associate regions to 
concepts. To incorporate image level AIA, Module 2 performs multi-stage kNN 
classification at the image level to deduce the most similar images. This is based on 
the assumption that images with same semantic contents usually share some common 
low-level features. The kNN of similar images are used for refining region-level 
candidates and performing image-level annotation. Next, we perform the fusion of 
region- and image-level results in two stages. Module 3 performs an essentially 
region-based AIA that uses multi-stage kNN to constrain the results. We expect the 
outcome to be high precision annotation at the region-level. Module 4 fuses the AIA 
results of image-level and region- level method using Bayesian method. We expect 
the eventual results at image-level to have high recall while maintaining the precision 
of the region based method. 

 Training Images  

Module 1:  
Automatic Identification 

 of Concept-Centered 
 Main Region Clusters  

Region-Based AIA 

Testing Images 

Module 2: 
Multi-stage kNN 

Classifier 

Result I

Result II

Module 4: 
Fusion Stage II 

Module 3: 
Fusion Stage I 

Image-Based AIA 

 

Fig. 1. Concept-centered AIA system workflow 

3   Concept-Centered Region Clustering 

3.1   Overview of Concept-Centered Region-Based Clustering 

At the region level, we first perform the segmentation of training images into regions 
and merge the smaller regions into modified regions using the k-Means method. As 
we do not know which specific concept is relevant to which region, we simply 
associate all annotation concepts for the training image to all its regions. The existing 
methods treat an image as consisting of a set of region clusters and analyze the 
semantic concept of each region cluster to build a vocabulary of concepts to represent 
the whole image. Two difficulties arising from this approach are: (1) how to generate 
the region clusters of the whole image set; and (2) how to analyze the semantic 
contents of each region cluster with respect to a set of pre-defined concepts. To 
overcome the first problem, instead of performing clustering of all regions across all 
concepts as is done in most current approaches, we group regions into separate 
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concept groups based on the concepts that they have inherited. By specifically focus 
on the regions that have the possibility of representing this concept, we hope to 
minimize the noise resulting from clustering of heterogeneous regions across all 
concepts using low-level features. At the concept level, we perform clustering of the 
regions from different images using the k-Means clustering and Davies-Bouldin 
validation method to group similar regions to clusters. Optimal k for k-Means is 
decided by the following steps: We run the k-Means on the given dataset multiple 
times for different k, and the best of these is selected based on sum of squared errors. 
Finally, the Davies-Bouldin index  
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is calculated for each clustering [15], where  (Xi,  Xj) defines the intercluster distance 
between clusters Xi and Xj; D(Xi) represents the intracluster distance of cluster Xi, and 
k is the number of clusters. Small index values correspond to good clusters, that is to 
say, the clusters are compact and their centers are far away from each other. 
Therefore, argmink(DB) is chosen as the optimal number of clusters, k.  Consequently, 
we obtain several clusters under each concept.  

 

Fig. 2. Example of region clusters for the concept “Building” 

Figure 2 shows an example of the region clusters generated for the concept 
“Building”. As can be seen, blob 1 (or region cluster 1) is composed of the 
representative regions for the “Building” concept, while the others blobs may include 
regions for co-occurring concepts or a mixture of them. We call blob 1 the “main 
blob” of concept “Building”. In this research, we intend to automatically identify the 
main blobs of an individual concept. The main blobs found can then be used as the 
basis for region annotation, image annotation, and even image retrieval. The 
identification process involves two stages. First we eliminate the unreliable clusters, 
which are those that clearly do not represent the current (base) concept. Their 
elimination reduces the possible clusters for main cluster identification. Second, we 
identify the main blobs, which are the most representative of the base concept. The 
following sections describe the details of these two identification processes. 

  

blob 1 

blob 2 blob 3
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3.2   Unreliable Blob Identification 

We aim to utilize the concept co-occurrence and the relationship of intra-concept 
region clusters to find the most unreliable region blobs, uni , under the base concept T. 
Let W(T) represent the related (co-occurring) concepts with T, including T itself. The 
algorithm is as follows: 

First, we cluster regions of training image set I(T) into L blobs R(I(T)i), i=1,…,L.  
Second, given an training image set I(G) where G W(T)\T, we remove part of the 

images in I(G) that correspond to any concepts in W(T)\G. The remaining image  
set is: 

( )
GTWx

G GIxIGIS
\)(

)()(\)(
∈

=   (2) 

Here, G is the only shared concept between I(T) and SG. This means that we have 
eliminated the probabilities that images in I(T) would be similar with images in SG 
due to other concepts beside G.  

Third, we cluster the regions of SG into optimal number of clusters )( jGSR , 
j=1,…,J, and compute the Euclidean distance of intra-clusters: 
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At )(minarg Λi
, that region blob i under I(T) is most similar to certain blob under SG. 

We increment Vi at )(minarg Λi , where Vi measures the degree of unreliability of blob i.  
Fourth, we repeat the second and third steps on all related concepts W(T)\T. The 

result  

)(maxarg i
i

un Vi =
 
 (4) 

is the most unreliable blob for the base concept T.  

3.3   Main Blob Identification 

Next we aim to identify the main blob *i , which best represent the semantic meaning 
within the blobs of the base concept:  

)|(maxarg*
i

i
blobconceptPi = , i=1,…,L. (5) 

First we investigate two properties of the distributions of regions in blobs under the 
base concept and all related concepts: (1) the representative regions are compactly-
clustered under the base concept; and (2) they are dispersed under other related 
concepts. Figure 3 presents an example of region data projected in 2-D space to 
explain these properties. We assume that there are four kinds of region data, shown in 
different symbols, representing concepts A, B, C and D. Figures 3(a) and 3(b) 
respectively show the region distributions under concepts A and B. The ellipses 
represent the region blobs. It is observed that the representative regions for concept A 
are compactly-clustered under concept A, while dispersed under concept B, and vice 
versa. Also the representative regions for concept B in the blob of concept A are only 
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part of the regions in the main blob under B. From the 1st property, regions of main 
blob under the base concept are distributed to more region blobs under related 
concepts than the non-representative regions. From the 2nd property, regions of non-
main region blobs under the base concept are distributed to only one or few region 
blobs under their correspondent concepts.  
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Fig. 3. The distribution of regions under concepts A and B 

Given the base concept T, after the elimination of unreliable blob uni , the 
remaining L′  region blobs are R(I(T)i), Li ′= ,...,1 . Also, for every related concept of 

T, B  W(T)\T, we group and cluster the regions under related concept B into J region 
blobs R(I(B)j), j=1,…,J. Then we build two functions, f and g, which focus on the 
relationship of region distribution by exploiting the above two properties to decide the 
main blobs. )(if  makes use of Kullback-Leibler (K-L) divergence [13] to measure 
how well the distribution in blob set of related concepts matches the distribution in 
certain blob i of the base concept. On the other hand, )(ig  uses the distribution factor 

to measure the degree of distribution diversity of the image regions from blob i of 
base concept to the blobs of related concepts. 

In probability theory and information theory, the K-L divergence is a natural 
distance measure from a "true" probability distribution p to an "arbitrary" probability 
distribution q. )(if  is defined by the sum of all the related concepts on the mean K-L 
divergence between a certain blob i in the base concept T and the blob set blobs(B) in 
a related concept B:  

∈ ∈
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where iq  is the distribution of R(I(T)i), jp  is the distribution of R(I(B)j), and 

||blobs(B)|| is the number of blobs in concept B.  
For probability distributions p and q of a discrete variable the K-L divergence 

between p and q with respect to p is defined to be:  

=
k

KL kq

kp
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)(
)(

log)()||(  . (7) 

The K-L divergence is the expected amount of information that a sample from p 
gives of the fact that the sample is not from distribution q. From the above 
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distribution property, the regions in the main blob of base concept, comparing with 
the regions in the other blobs, should be distributed more universally in the blobs of 
all the related concepts. So the main blob should get the minimization of f(i), which 
means:  

)(minarg* ifi
i

= , Li ′= ,...,1 . (8) 

On the other hand, for every other concept B, we record how the shared regions 
between T and B are distributed under each concept. To do this, we first compute 
V(i,j), which is set to one if the region cluster j of concept B has share regions with 
region cluster i of base concept T. Otherwise V(i,j) is set to zero. We then compute the 
distribution parameter BiTN ,, , which is the number of region clusters in B that has 
shared regions with cluster i of base concept T, as follows:  
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After analyzing all the related concepts, the region clusters that achieve the 
maximum of that sum of BiTN ,,  on all related concepts B will be considered as the 
main blob of the base concept T: 
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Finally, we fuse the results for main blob derived from the two functions:

= )(maxarg),(minarg* igifFi
ii

Li ′= ,...,1 . (11) 

where F(·) is simply an union operation in our test.  
After we obtain the representative regions and typical features from the main blobs 

for each concept, we could use the information to annotate the regions and images. It 
will be discussed in Section 5. 

4   Image-Based Multi-stage kNN Classifier 

Beside the region-level analysis, we perform image-level analysis using a multi-stage 
kNN technique. Since images with same semantic meaning usually share some 
common low-level feature, the multi-stage kNN can be used to perform image 
matching for annotation at the image level.  

As illustrated in Figure 4, the multi-stage system can be viewed as a series of 
classifiers, each of which provides increased accuracy on a correspondingly smaller 
set of entities, at a constant classification cost per stage. It can exceed the performance 
of any of its individual layers only if the classifiers appearing at different layers 
employ different feature spaces [7]. For effectiveness of multi-stage kNN classifier, 
we arrange the features in the order that make the classifier at the 1st stage to have 
high sensitivity (few false negatives), while the classifier at the 2nd stage to have high 
specificity (few false positives) but less sensitivity. As compared to color histogram, 
the auto-correlogram is more stable to changes in color, large appearance, contrast 
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and brightness. It thus serves as a good 1st stage feature to avoid removing too many 
false negatives, paving the way for the use of simple edge and color histogram 
features in the 2nd stage. So for the 1st stage, we adopt HSV auto-correlogram; while 
for 2nd stage, we use the HSV histogram combining with edge histogram. More 
specifically, we select the top 100 kNN images for the 1st stage and 4 nearest images 
for the 2nd stage.  

 Training 
Images 

Feature I 
Extraction 

Feature I 
Extraction

kNN 

Candidate 
Training Images 

Feature II 
Extraction

Feature II 
Extraction

kNN

Result 
Images 

Test
Images 

 

Fig. 4. Image-based multi-stage kNN classifier 

5   Two-Stage Multi-level Fusion and Results 

We fuse the region- and image-based results in two stages to perform automatic 
image annotation. 

5.1   Fusion Stage I−Fusion of Region-Based Methods with Multi-stage kNN 

The main objective of region-level analysis is to enhance the ability of capturing as 
well as representing the focus of user’s perceptions to local image content. We have 
obtained the main region blobs of each concept for the training images in Section 3.3. 
The explicit concept of each training region can be determined from which main 
region blobs that it belongs to. During testing, in order to refine the possible concept 
range of the test images, we first apply the multi-stage kNN classifier as described in 
Section 4 to find several most similar training images for each test image. After that, 
for each region in the test image, kNN is again applied at the local region feature level 
to find the nearest 2 regions from among the regions of the most similar training 
images. The concepts of these two nearest training regions are assigned as annotated 
concepts of the test image region.  

One advantage of region-based method is that it provides annotation at the region 
level. It allows us to pin-point the location of region representing each concept. It thus 
provides information beyond what is provided by most image-level annotation 
methods. The use of kNN to narrow the search range further enhances the precision. 
We thus expect the overall fusion to have good precision. 

As with all the other experiments [3,5,6], we use the Corel data set that has 374 
concepts with 4,500 images for training and 500 for testing. Images are segmented 
using the Normalized Cut [16] and each region is represented as a 30 dimensional 
vector, including region color, average orientation energy and so on [3]. The results 
are presented based on the 260 concepts which appear in both the training and test 
sets. Annotation results for several test images are showed in Figure 5. The concepts 
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shown in the rectangles are the results of region annotation. Ground truth is shown 
under each image for comparison. The results show that our region-based technique 
could provide correct annotation at the region level in most cases.  
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Fig. 5. Region annotation for images 

Measuring the performance of methods that predict a specific correspondence 
between regions and concepts is difficult. One solution, applicable to a large number 
of images, is to predict the concepts for the entire images and use the image level 
annotation performance as a proxy. For each test image, we derive its annotation 
concepts by combining the concepts of each region that it contains and use this as the 
basis to compute the precision and recall. The number of concepts for each image is 
not restricted here. Table 1 shows the results of image level annotation in terms of 
average precision (P), recall (R), and F1 over all the concepts, and the number of 
concepts detected (# of Det.), i.e. concepts with recall > 0. The results show that our 
region-based techniques could achieve an average F1 measure of 0.20, with 114 
detected concepts that have at least one correct answer. 

Table 1. Result of region-based AIA 

P R F1 # of Det. 
0.19 0.21 0.20 114 

In comparison with the state-of-the-arts systems listed in Table 3, the performance 
of the region-based method is better than most except the top two systems. It should 
be noted that our region-based method provides annotation at region level as shown in 
Figure 5 instead of just at image level without location information. To enhance the 
annotation performance at the expense of location, we explore an image-based AIA 
approach in next Section. 

5.2   Fusion Stage II−Fusion of Region-Based AIA and Image-Based AIA  

At the image level, we first perform the multi-stage kNN to obtain several nearest 
training images for each test image. We sum up the concepts of these training images 
to arrive at a frequency measure for each available concept. To annotate the test 
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image, we choose the highest frequency concepts until the desired number of concepts 
is reached. For those concepts with equal frequency, we give priority to those 
belonging to the annotation of the nearer image.  
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Fig. 6. Annotation results of image- and region-based methods 

To illustrate the results of image-based method against that of the region-based 
method obtained in Section 5.1, Figure 6 shows some automatic annotation results of 
both methods. Under each image, the ground truth are shown at the top line, followed 
by the annotation results of the image-based method in the middle line, with the 
results of region-based method at the third line. Concepts in bold correspond to 
correct matches. It can be seen that global feature-based results at image level are 
more concerned with abstract background and frequently occurring concepts, while 
local region based results are more concerned with specific object-type concepts. It is 
clear that both methods produce different results, and we should be able to improve 
the results further by combining both. 

Thus, in order to improve the recalls of the overall performance, we employ 
Bayesian fusion method [4] to perform the fusion. We expect the final results to have 
better recall while maintaining high precision. 

We use the same Corel data set as described in Section 5.1. Table 2 shows the 
results of AIA for region-based (R_B), image-based (I_B), and fusion (R+I) methods. 
The desired number of concepts for each test image is set to 8. We can see from Table 
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2 that the fusion improves the overall performance, with the F1 measure improve 
steadily from 0.20 (region-based method) to 0.24 (image-based method) and then to 
0.26 (fusion of both). The number of detected concepts reaches 144 for the fusion 
approach. It is clear that fusion improves the performance for either the region-based 
AIA or image-based AIA. Figure 6 gives examples of the concepts annotated using 
the fusion approach (shown in line 4 under each image). It can be seen from the 
examples that our proposed method is able to infer more correct annotations. 

Table 2. Results of fusing region and image-based AIA 

 P R F1 # of Det. 
R_B 0.19 0.21 0.20 114 
I_B 0.23 0.26 0.24 122 
R+I 0.23 0.32 0.26 144 

Comparison with published results for same data set is listed in Table 3. The results 
show that our proposed method outperforms the continuous relevance model and 
other models on the Corel data set. It achieves the best average recall and best number 
of detected concepts. At the same time, our precision is not too bad. Overall, it 
improves the performance significantly by 18.5% in recall and 8.3% in the “number 
of concepts detected”, as compared to the best result that has been reported. 

Table 3. Comparison with other results 

Method P R # of Det. 
TM [3] 0.06 0.04 49 

CMRM [17] 0.10 0.09 66 
ME [18] 0.09 0.12 N.A. 

CRM [19] 0.16 0.19 107 
MBRM [5] 0.24 0.25 122 
MFoM [6] 0.25 0.27 133 
Proposed 0.23 0.32 144 

6   Conclusion 

In this paper, we proposed a novel concept-centered region-based approach for 
correlating the image regions with the concepts, and combining region- and image-
level analysis for multi-level image annotation. At the region level, we employed a 
novel region-based AIA framework that centers on regions under a specific concept to 
derive region semantics. Our system aims for automatic identification of the main 
region blob under each concept by using inter- and intra-concept region distribution. 
The main region blobs found are then used to determine the explicit correspondence 
of region to concept. At the image level, we applied a multi-stage kNN classifier 
based on global features to help region-level AIA. Finally, we performed the fusion of 
region- and image-based AIA. The results have been found to outperform previously 
reported AIA results for the Corel dataset. 
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For future work, we plan to further explore the integration of region- and image-
based techniques for image/video classification and retrieval. 
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Abstract. Automatic image annotation is fundamental for effective image 
browsing and search.  With the increasing size of image collections such as web 
images, it is infeasible to manually label large numbers of images.  Meanwhile, 
the textual information contained in the hosting web pages can be used as 
approximate image description. However, such information is not accurate 
enough.  In this paper, we propose a framework to utilize the visual content, the 
textual context, and the semantic relations between keywords to refine the 
image annotation. The hypergraph is used to model the textual information and 
the semantic relation is deduced by WordNet.  Experiments on large-scale 
dataset demonstrate the effectiveness of the proposed method. 

Keywords: Web image search, multiple modality, hypergraph, image 
annotation refinement. 

1   Introduction 

Image is one of the most popular media in humans’ lives.  With the popularity of 
digital cameras, the number of online images and personal image collections increase 
quickly in recent years.  To efficiently manage, browse and search images, many 
methods and systems have been developed.  The keyword-based indexing and search 
method is proven to be the most natural and successful one, while it requires high 
quality textual annotation.   

Because the manually annotation of large number of images is too expensive, 
automatic image annotation is desired. [5] deems the image annotation as a task to 
translate the visual words (“blobs”) to text words, and proposes the translation model.  
[9] builds the joint distribution of words and blobs with a cross-media relevance 
model (CMRM).  [10] and [6] improve CMRM using continuous visual features.  [1] 
proposes several generative models.  In [4], a hierarchical model and the multiple 
instance learning are exploited.  [7] applied manifold learning in image retrieval.  
Because of the well-known “semantic gap” [17], some researches focus on leveraging 
words’ semantics.  [2] incorporates statistical natural language processing (NLP) in 
semantic learning and WordNet is used to provide grouping information.  [211] 
utilizes the semantic relation from the relevance feedback of image retrieval.  [9] 
combines multiple semantic measures in deducing word relation.  



260 B. Wang, Z. Li, and M. Li 

 

Traditional image annotation methods require well-annotated training set, which 
restricts their applications. In the Internet era, web images have been a major part of 
image collections. Instead of assigning keywords to images in traditional image 
annotation, we need to refine the rough annotations of web images, which can be 
extracted from hosting web pages (e.g. anchor text, URL, ALT tags, and surrounding 
text). Although the annotations are “low-quality”, lots of useful information is 
contained. A similar application is the management of personal/professional image 
collection. It is infeasible for users to thoroughly and precisely annotate each photo. If 
we can annotate the images based on some initial incomplete/imprecise annotations, 
the further indexing, search and browsing services will be greatly facilitated. 

In this paper, we propose to jointly utilize multiple modalities including visual 
content, textual context and words semantic relation to refine images’ annotations. 
The original rough annotation is propagated using the similarities deduced from both 
visual content and textual context. The textual context is modeled by hypergraph, in 
which each node represents an image and each hyper-edge represents a word. After 
such propagation, many keywords can be annotated to an image. It is necessary to 
extract the most representative ones and prune other words. Thus we employ the 
words’ semantic relation to adjust the weight of candidate words. Experiments show 
the proposed method is able to refine the annotation effectively.  

The rest of this paper is organized as follows. Section 2 presents the related 
research and background. In section 3, the annotation propagation through content 
and textual similarity is presented. Section 4 discusses the extraction of most 
representative words using semantic relations. Experimental results are presented in 
section 5. Finally, conclusion and future work are presented in section 6. 

2  Related Work 

2.1   Manifold Learning 

Learning on data manifold is an effective semi-supervised learning method when the 
number of data is large but only few are labeled [19]. Manifold learning assumes the 
distribution of classes should be smooth (i.e., nearby data tends to have similar class 
labels) as well as the deviance from original label should be minimized.   

Suppose the original label information can be denoted as a n*c matrix Yn*c, where n 
is the number of data points and c is the number of classes. Each element Y(i,j) 
represents whether the point xi is labeled to be in class cj. Let F denote a label result, 
the manifold learning is to minimize the overall cost of   

2

2

,
, 1 1. ,

1
( ) ( )

2

n n
ji

i j i i
i j ii i j j

FF
Q F W F Y

D D
μ

= =

= − + −
 

(1) 

where Wij is the similarity of sample i and j, Dii is the sum of all Wij for a given 
sample xi. The first term is the smoothness measure between adjacent points while the 
second term is the deviation from original labels.  is a parameter to tradeoff between 
two factors. The iterative implementation of manifold learning can be stated as  
figure 1. =1/(1+ ) determines the propagation speed. 
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Fig. 1. Manifold learning algorithm 

2.2   Semantic Similarities 

The NLP research suggests the word semantic disambiguation usually needs to 
calculate the distance between a word and its surrounding words. To calculate the 
distance, a simple method is to make statistics on large corpus, and use features such 
as co-occurrence. Another type of methods uses a pre-defined lexicon for semantic 
deduction. A well-known electrical lexicon is WordNet[11], which collects huge 
number of words (over 110,000 in ver. 2.1). Each word is clear explained. The whole 
lexicon is organized as several semantic trees, so it’s suitable in deducing words’ 
semantic relation. The nouns and verbs are organized through is-a relation. Other 
semantic relations, such as has-part, is-made-of and is-an-attribute-of, are provided. 
All these information can be exploited for calculating semantic relation.   

[15] introduces the concept of “information content”(IC) and propose a similarity 
measure based on the WordNet hierarchical structure. There are many other measures 
and their performances are evaluated by [3][14].  

2.3   Hypergraph Model 

Hypergraphs can be deemed as an extension to pair-wise graphs [200] while they  
can represent more information. Suppose G = (V, E) is a hypergraph, where V is the 
set of all nodes, and E is the set of all hyper-edges. Each hyper-edge has a weight w(e) 
and connects multiple nodes. We can think each hyper-edge defines a subset of the 
whole graph. Let |S| denote the cardinality of a set S. It can be seen that when |e|=2 
for all e E, the hypergraph regresses to pair-wise graph model. Then we can define 
the degree of a node v as:  

{ | }

( ) ( )
e E v e

d v w e
∈ ∈

=  
(2) 

If we define an incidence matrix to represent the relation between nodes and hyper-
edges, it is a |V|*|E| matrix where 

 

Fig. 2. An illustration of hypergraph model [20] 

1. Calculate the affinity matrix W of the data set 

2. Normalize W as S=D-1/2WD-1/2, where D is the diagonal matrix with D(i,i) is 
the sum of i-th row of W 

3. Iteratively propagate the label information as F(t+1)= SF(t)+(1- )Y 

where t represent the number of iterations, [0,1], and F(0)=Y 
4. With the final result of F*, label each data point to appropriate classes.   
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where  is to tradeoff between smoothness and deviation from original labels, and 
D(u) is the sum of weights of all hyperedges the node u belongs to.  For the purpose 
to propagation, the original relation in hypergraph is embedded into pair-wise 
similarities as equation 7.   

The hypergraph model has been widely applied in integrated circuits design since 
1970’s.  Recently, it began to be applied in computer vision and machine learning 
area.  [20] proposes a regularization framework for hypergraphs.  [16] applies the 
hypergraph model for image segmentation and human face clustering. 

3   Image Annotation Refinement Using Multiple Modalities 

Based on the characteristics of available approximate web image annotations, we 
propose a framework to refine the annotations.  In this framework, images’ visual 
content, textual context, and the semantic relations among words, are all exploited.  
Figure 3 illustrates the proposed framework.  The relations between images from both 
visual content and textual information are combined.  The textual information is 
modeled by hypergraph and embedded into pair-wise relation for propagation.  After 
the inter-image propagation, each image can receive many words as its annotation.  
To extract the most relevant words, words semantic relations are leveraged, which 
will be presented in section 4.  It is shown that whether the semantic propagation or 
content/textual-based propagation is performed first doesn’t matter.  In this section we 
discuss the visual and textual based propagation.  

 

Fig. 3. The framework of annotation refinement 

3.1   Visual Content-Based Relation 

Image is a visual medium, so it is natural to propagate metadata between visually 
similar images.  For two images Ii and Ij, their content similarity Simc (Ii ,Ij) can be 
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calculated using low-level content features, such as color histogram, color moment or 
others. The visual similarity matrix can be obtained as Vc={Simc (Ii,Ij)}, and 
normalized to Sc for propagation,. Suppose the original annotation is a matrix T0 (each 
row corresponds to an image and each column corresponds to a word), the original 
annotation can be propagated via visual similarity as  

Tc
(t)= ScTc

(t-1)+(1- )T0 (5) 

where the superscript t represents the number of iterations, and 0< <1 is a predefined 
parameter. If the propagation is repeated, because 0< <1 and Sc is a normalized 
affinity matrix whose all eigenvalues are in [-1, 1], equation (5) converges to 

Tc
(t)

 = (1- )(I- Sc)
-1T0 (6) 

3.2   Textual Context-Based Relation 

The textual information is usually represented using vector space model. Thus the 
similarity can be calculated using the inner-product of two vectors. This pair-wise 
similarity misses much information. For example, the pair-wise similarity cannot 
reflect the relationship that three images have a common annotation words,  

Given a set of images with their annotation, we propose to model the textual 
information with a weighted hypergraph G= (V, E), where V denotes the set of nodes 
representing images, and E is the set of hyperedges representing words. The incidence 
matrix H represents the relationships between words and images 0 h(v,e) 1. The 
continuous weight reflects the relations between words and web images that a word 
can appear multiple times in the host web page, e.g. title, URL or ALT tag, and with 
different textual attributions such as bold. For each hyperedge (word) e, its degree is 

{ : ' }

( ) ( , )
v e in v s annoation

d e h v e= , and needs not be same with its weight. The degree of each 

image is calculated as 
{ | }

( ) ( )
e E v e

d v w e
∈ ∈

= . For the propagation, the original 

hypergraph must be embedded into a similarity matrix. The embedded similarity 
matrix St is computed as  

St = Dv
-1/2HWDe

1HTDv
-1/2 (7) 

where De and Dv are the diagonal matrix of node weights and hyperedge weights. 
Similar to visual content based propagation, with the original annotation T0, the 

iterative propagation process is (0< <1)  

Tt
(t)= StTt

(t-1)+(1- )T0 (8) 

4   Annotation Refinement Using Semantic Relation 

After the propagation in section 3, many keywords can be annotated to an image with 
different weights.  It is necessary to extract the most representative ones and prune the 
others.  To utilize the semantic relation between keywords, we perform another round 
of propagation at the word level.  Meanwhile, the semantically related words can 
aggregate together to form a strong keyword annotation for the image.  
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Words are directly associated with semantics.  Even when the textual information 
is in low quality, the context information will be useful.  Words have many kinds of 
relationship, such as synonyms, antonyms and so on.  All those relations can be 
exploited to improve the annotation qualities.  When several words are labeled for an 
image, the words semantic relation can help judge if a word is appropriate.  Given an 
image and its approximate annotation words C = {c1, c2,…,cn}, each word has its 
initial weight wi

0.  Suppose Sim(c1,c2) is the semantic similarity between word c1 and 
c2, the final weight wi for word ci can be determined by  

0 ( , )i j j i
j i

w w Sim c c
≠

=  
(9) 

Or it can be written as 0
wW S W= , where W0 and W are initial and final weight 

vector, and Sw is a semantic similarity matrix.  The word semantic relation is 
calculated from both corpus statistics and electronic lexicons. For the corpus statistics, 
we use the co-occurrence Co= T0(T0)T and Co is normalized to S0..

 

4.1   Semantic Relation Using WordNet 

WordNet is adopted because of its huge number of words, good hierarchical structure 
and many synthetic links between words.  [8] proposes a semantic relation measure 
jcn using both node-based and path-based information.  For each concept, its 
information content (IC) is obtained from some semantically labeled corpus: 

( )
( ) log( )

Freq c
IC c

N
= −  (10) 

where Freq(c) is the frequency of concept c, and N is the total size of the samples. 
The similarity between two concepts c1 and c2 is calculated as  

1 2
1 2 1 2

1
( , )

( ) ( ) 2* ( ( , ))jcnsim c c
IC c IC c IC lcs c c

=
+ −

 (11) 

lcs (least common subsumer) is the most specific common parent node of c1 and c2, 
and it reflects the largest common information c1 and c2 have.  The evaluations in [14] 
show “jcn” is by far one of the best measure among all proposed methods. 

One word can have multiple meanings, and thus belongs to several concepts in 
WordNet.  We define the semantic relation between two words w1 and w2 as 

1 2
1 2 1 2

,
( , ) max ( ( , ))jcn

c c
Sim w w Sim c c=  

(12) 

where c1 and c2 are the concepts w1 and w2 belongs to .  So, the semantic relation 
matrix obtained from jcn algorithm is Vj={ Sim(w1,w2) }, and Vj needs to be 
normalized as Sj. for propagation. 

4.2   Semantic Propagation 

Since both Sj and So are both valid propagation matrices, their linear combination is 
also valid for the propagation, and we can write the iterative propagation and final 
convergent state as 
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Sw Sj+(1- ) So  
Tt

(t)=( SwTt
(t-1)T+(1- )(T0)T)T 0< <1 

Tw=(1- ) T0(I- Sw)-1 
(13) 

4.3   Overall Combination  

From above sections, it’s shown different types of relations can be used for image 
annotation. [18] presents several ways to combine Sc and St.  When Sw is introduced, 
the word semantic relation can also be incorporated into the process. The simple 
deduction reveals the final state can be written as 

TF (1- ) (I- Sd)
-1T0(I- Sw)-1(1- ) (14) 

where Sd is the combined relation matrix between images as in [18]. It can be seen 
that the order of whether semantic relation is applied first is not critical. 

5   Experiments 

The method proposed in this paper is to refine the annotation of images from web or 
large image collections. To present the performance comparable to other literatures, 
we conduct experiments on Corel image set from [5].  It contains 5,000 images.  Each 
image is annotated by 1 to 5 keywords. Altogether, there are 371 words.  The images 
are segmented into regions. For each region, 36 dimensions visual feature is extracted. 
We build two datasets for the experiment. First, two words are randomly selected 
from each image’s annotation to form set 1. Then, we build a noisy set 2. For each 
image, two irrelevant words (randomly selected from the words not in original 
annotation) are added, which introduces equally number of noise words. This is to 
simulate the situation that noisy data on the Internet. 

We also use a large image data set downloaded from the web (Microsoft Office 
Online, http://office.microsoft.com). This dataset contains 34,172 clip art images with 
large content variance, and 17,194 words and phrases are used for image annotation. 
We use porter stemming [13] to remove the word variances, and 8985 words remain. 
Similar to Corel image set 2, we build a noisy training data.  The visual feature is  
64-dimesion color histogram in HSV color space. In the calculation of the semantic 
relation between words, jcn from WordNet::Similarity [12] is used.   

In our experiments, the annotation length is fixed to 5 words per image. We use the 
measures of precision and recall as in [5]. The mean precision and recall are averaged 
among all words appeared in test set. We also report the number of words that has 
recall larger than 0. 

5.1   Hypergraph vs. Pair-Wise Models 

We first compare the performances of hypergraph model and TFIDF-based pair-wise 
model. Table 1 shows the results on two Corel datasets. From the table, we can see 
hypergraph model achieves higher precision with little sacrifice in the recall for Corel 
set 1. The performance of two models on Corel set 2 is similar. It suggests the 
hypergraph model can be utilized to refine the annotation for web images.  
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Table 1. Performance of hypergraph (H) and pair-wise (P) models 

 Corel Set 1 Corel Set 2 

 H P H P 

Precision 0.844 0.784 0.462 0.464

Recall 0.712 0.732 0.540 0.534

Table 2. Performance of proposed method (Propose) and baseline (CRM-like) 

 Corel Set 1 Corel Set 2 

 Propose CRM-like Propose CRM-like 

# of correct annotated words 3041 2025 2279 1540 

Precision 0.835 0. 434 0.461 0.279 

Recall 0.716 0.470 0.555 0.351 

5.2   Overall Combination 

Because there is little previous work on image annotation refinement, we implement a 
baseline similar to CRM method in [10].  The results by combining multiple relations 
including visual content, textual context and word relation are presented in Table 2.  It 
 

 

  
 Correct Wrong  Correct Wrong 

Train Hardware,  
screwdrivers 

Lighter,  
mausoleums 

Train Insect, wildlife Gambia,  
Uranus 

Final Industrial, 
household. hardware,  

screwdrivers 

lighter Final Animal, nature, 
insect, wildlife 

Arrive 

Groundt
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Industrial, household. hardware.  
Screwdrivers,  tool 

Groundtruth Animal, nature, insect, wildlife, 
creature, ladybug, beetles 

  

 Correct Wrong  Correct Wrong 

Train Register, tills Percentages, 
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Train Flower,  planter Puff,  Nairobi 
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Register, tills 
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plant,  planter 
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Ground
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Business, cashiers, Register, tills Groundtruth Box,  flower,  nature,  plant,  build,  
window, planter,  shutter 

Fig. 4. The annotation refinement results for clip art image set 
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can be seen that the performance of proposed method is much better than CRM-like 
method. After the propagation using multimodalities, much more correct words are 
annotated.  The reason is CRM-like method doesn’t consider the situation in which 
some annotation words has been available and there is noise in training data.   

Figure 4 shows some images with original and refined annotations from the clip 
image set.  The original annotations have two correct words and two noise words.  
Some wrong words in training data can be properly pruned.  These examples illustrate 
the proposed method can refine the rough annotation for the image index and search.  

6   Conclusion 

In this paper, we address the problem of refining web images annotation.  The 
approximate annotations are common for web images and image collections.  We 
propose a framework to refine the web image annotations by jointly utilizing multiple 
modalities including visual content, textual context and word semantics.  The 
approximate annotation can be first propagated to other images by either content 
similarity or text similarity.  Such propagation between images may annotate many 
words to an image with different weights.  Then, we propose to further utilize words 
semantic similarity to extract representative and related words while pruning 
irrelevant ones.  The experiments illustrates the proposed method is effective.  

We will continue our work by verifying our algorithm on actual large web image 
datasets.  Besides, the similarity between images can be better estimated if image 
segmentations are used.  In addition, the semantic relation in this paper is symmetric, 
while there are asymmetric relations between words. Therefore we may further 
improve our method about directed semantic word relation.  
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Abstract. This paper investigates the problem of learning the visual
semantics of keyword categories for automatic image annotation. Super-
vised learning algorithms which learn only a single concept point of a
category are limited in their effectiveness for image annotation. We pro-
pose to use data mining techniques to mine multiple concepts, where
each concept may consist of one or more visual parts, to capture the
diverse visual appearances of a single keyword category. For training,
we use the Apriori principle to efficiently mine a set of frequent blob-
sets to capture the semantics of a rich and diverse visual category. Each
concept is ranked based on a discriminative or diverse density measure.
For testing, we propose a level-sensitive matching to rank words given
an unannotated image. Our approach is effective, scales better during
training and testing, and is efficient in terms of learning and annotation.

Keywords: Image Annotation, Multiple-Instance Learning, Apriori.

1 Introduction

Content-based image indexing and retrieval is becoming a subject of significant
importance. The earlier retrieval systems use only low-level features and the
results are unsatisfactory because the semantic image contents are not well cap-
tured. An intuitive way is to manually annotate images with captions, and the
users retrieve the relevant multimedia documents by typing in keywords at the
system. Although low-tech, this approach is effective. However, as the size of the
multimedia database explodes over years, such technique is no longer deemed
feasible. Automatic annotation of images is becoming increasingly important
and has since become an active area of research.

Image annotation systems could be broadly classified into unsupervised learn-
ing [1,2,3,4,5,6] and supervised learning [7,8,9,10] problems. The unsupervised
learning approaches strive to learn the hidden states of concept, particularly
the joint distribution between keywords and multiple visual features. Mori et
al. [1] proposed the co-occurrence model to collect the co-occurrences between
words and image features and used them to predict annotated words for images.
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Duygulu et al. [2] proposed a machine translation approach to learn a lexicon
which maps a set of keywords to the set of regions of an image. In [3,4,5], rel-
evance models were proposed to find the joint probability of observing a set of
image regions together with another set of annotation words. As opposed to [2],
the relevance models does not assume an underlying one-to-one alignment be-
tween the regions and words in an image and only assume that a set of keywords
is related to a set of objects represented by regions. In [6], the Correlation LDA
model is proposed to relate the keyword and the image.

The supervised learning approaches use generative or discriminative classi-
fiers from a binary set of visual features with (positive) and without (negative)
the semantic of interest. The classifier treats each annotated word as an in-
dependent class and a different image classification model is learnt for every
semantic category. Recently, weakly supervised method, particularly multiple-
instance learning (MIL) [12,13] is becoming a more attractive alternative for
learning the semantics of images because of its less stringent requirement on
manual labelling. In a MIL setting, we are aware of the presence of the object
of interest in the image but which regions correspond to the object of interest
is unknown. There are several drawbacks of supervised algorithms that have yet
to be addressed before it could be effectively used for image annotation. Some
algorithms, particularly MIL, learn a single concept (a point or region in a fea-
ture space). Learning multiple concepts for a single keyword category is crucial
to the success of the adaptation of supervised approaches for large scale image
annotation because (a) there are viewpoint, scale and lighting variations, and
more seriously (b) some keyword categories are normally holistic or functional
in nature, resulting in rich varieties of visual appearances. Second, the feature
vectors generated by the segmentation algorithms are still far from desirable.
Often, the object of interest is segmented into different parts. Therefore, it is
interesting to investigate how useful modelling a concept with multiple visual
parts is for image annotation.

In this paper, we address the fundamental issues of utilizing multi-facet vi-
sual concept points to characterize keyword categories. For clarity, we term each
keyword as a category and each category is basically formed by multiple con-
cepts. Every concept point can further contain one or several visual parts. The
highlights of this work are as follows. First, data mining technique is proposed
to learn multiple concepts to effectively handle multi-facet keyword categories.
Each concept is composed of several visual parts to characterize its appearance.
The learnt concepts are further ranked either by a discriminative measure or
a diverse density measure. Second, region independence is not assumed in our
approach. Most approaches [3,4,5] assume the process that generates the regions
bi are independent where P (b1...bn) =

∏n
i=1 P (bi) and neglect the correlation

among visual parts. Our approach avoids this drawback by processing groups
of visual parts. Third, the proposed technique is computationally efficient and
scales well with data size compared to methods such cross-media relevance model
(CMRM) [4] that does not scale well with the training set size.
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2 Multi-facet Visual Appearance Model

We model the appearance model of a keyword category as a lattice structure
shown in Figure 1. The lattice captures the multi-facet concepts while present-
ing them at different levels of visual granularities. In this structure, each node
represents a concept which captures one or several visual parts. Basically the
nodes at a higher level carry more specific, and thus more discriminant, categor-
ical information for image annotation. In this section, we first propose techniques
to mine, while simplifying, the lattice structure. Two novel measures, from the
perspectives of discriminativeness and diverse density, are presented to encode
the usefulness of each concept in a probabilistic manner. Image annotation is
then performed by capitalizing on the level-sensitive information provided by
the hierarchical structure of lattice representation.

2.1 Apriori Based Concept Mining

The different visual appearances of a keyword category can be effectively mod-
elled by a lattice of visual part groups. To generate the structure, all the visual
parts in the images of the same category are extracted and then used to create
all permutations of visual part groups hierarchically. Modelling each category
with a full lattice structure is inefficient because clearly a portion of the nodes
in the lattice is uninteresting and does not correspond to the semantics of the
keyword category. The extraction of the interesting subset of the lattice struc-
ture is posed as a data mining problem [11] where the Apriori algorithm can be
used to mine for the significant sub-structure of lattice which contains frequent,
and thus likely to be more interesting, concepts.

We use a discrete image representation as in [1,2,3]. Regions are extracted
from the images using a general purpose segmentation algorithm. Features such
as color, texture, position and shape information are computed for these regions
and K-means is applied on the collection of all features to form clusters of features
known as blobs. A training image is represented by a set of blobs BI = {b1...bm}
and a word list WI = {w1...wn}. To be consistent with data mining terminolo-
gies, we term a candidate concept (a collection of one or more blobs) as a blobset
and a positive training image BI as a transaction (of blobs). A n-blobset is a set
of n blobs. The level of a blobset is the number of items in the blobset, which is
n. One property of a blobset is its support count, which refers to the cardinality
of a blobset in the set of all transactions, T = {B1...BM}. A frequent blobset is
a blobset which satisfies a minimum support count min sup count.

We are interested to mine all frequent blobsets from the transactions of pos-
itive training set. Initially, all frequent 1-blobsets are extracted from T . Then,
all the subsequent n-blobsets are recursively generated from the initial list. A
data set that contains k 1-blobsets can potentially generate up to 2k − 1 fre-
quent blobsets, resulting in a lattice model as shown in Figure 1. We use the
well-known Apriori principle to generate only frequent blobsets.

Theorem 1 (Apriori Principle). If an itemset is frequent, then all of its
subsets must also be frequent.
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Fig. 1. A simplified lattice structure for representing the multiple visual appearance
of a keyword category ‘motorcycle’ with a four 1-blobset bi. Apriori algorithm extracts
the visually significant blobsets (dotted red line) from the full lattice-set.

As illustrated in Figure 1, if the blobset b1b2 is infrequent, then all its supersets
such as b1b2b3, b1b2b4 and b1b2b3b4 are also infrequent. Thus we can utilize the
anti-monotonic property of the support count of blobs to prune the generation
of uninteresting blobset, resulting in a set of frequent concepts as bounded by
the dotted lines in Figure 1. Although min sup count is determined empirically,
it is not critical and is more for the purpose of speed optimization.

The frequent blobset generation has its significance in several aspects. First,
the Apriori algorithm mines for a compact and succinct set of concepts to fully
model the different visual appearances of a keyword category. Similar to [1], we
are using the co-occurrence between words and blobs. However, the co-occurrence
model does not explicitly learn a class model for each word and only the co-
occurrence between a blob and a word is considered. The model is incomplete
in the sense that it does not model all the variations of visual appearances of
a keyword category. Second, blobsets of different levels describe a concept with
multiple visual parts. In this aspect, we also avoid the assumption that blobs
are mutually independent of each other. The underlying assumptions by the
relevance models [3,4,5] that the process that generates each blob is independent
become invalid when some blobs which are correlated with some other blobs.
Third, we can interpret the subset of a blobset as the incomplete or occluded
version of the blobset. For example, the blobset b1b2 could be interpreted as the
occluded version of its superset blobset b1b2b3 where the blob b3 is occluded.
Thus, the Apriori algorithm creates a succinct model to represent a complete
description of a keyword category.

2.2 Characterizing Concept Uniqueness

The lattice structure provides a platform to effectively model the multi-facet ap-
pearances of a keyword category. However, how do we determine the ownership
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of a blobset? Apparently, the frequency of a blobset in the positive examples of
a keyword is not a reliable cue if it is common across the whole training set.
This scenario is analogous to the use of idf in text document retrieval. A reli-
able measure for characterizing the uniqueness of concept is “discriminativeness”
where a blobset is unique if it is only frequent in positive images but rare, as a
whole, in the training samples. However, a low discriminative measure does not
necessarily rule out the usefulness of blobsets in describing a keyword. This is
true for keyword categories that always co-exist together such as the keyword
category “plane” is semantically related to “sky” and they share some similar
visual content which could still be rare in other keyword categories. For such
cases, additional information such as the ratio of the blobset in the positive ex-
amples, negative examples and total examples is useful. Therefore, we propose
another measure “diverse density”, inspired by the fundamental of multiple in-
stance learning (MIL) [12], to handle such cases.

Discriminative Measure. The first measure conf is a measure of how dis-
criminative the concept is in describing a keyword category wi. It assigns higher
confidence values to concepts which appear only frequently in the positive im-
ages with respect to the whole training set. It is an asymmetric measure where
only the presence of a blob is regarded as important. It ignores the blob’s relative
size with respect to the positive, negative and the whole training set. The conf
of c, a candidate concept for the keyword wi, could be formulated as

conf(c, wi) =
|c|+
|c|J (1)

where | • |S denotes the cardinality of • in a set S. + and − denote the positive
and negative training set for the keyword category wi and J denotes the whole
training set.

Diverse Density Measure. Motivated by the classical MIL diverse density al-
gorithm [12], the second measure dd assigns the similarity based on how frequent
a concept is in positive images and how infrequent it is in negative images. It
takes into consideration how discriminative the concept is (conf measure) with
respect to the sizes of the positive, negative and the whole training sets. For in-
stance, a keyword category with a higher number of training examples is assigned
a higher dd value because there are more examples to support the presence of
the category. The diverse density dd of a concept c of the keyword wi is defined
as

dd(c, wi) = P (c|wi, +)P (c|wi,−)P (wi)conf(c, wi) (2)

where P (c|wi, +) is the ratio of the number of concept c in all positive images,
P (c|wi,−) is the ratio of images not containing the concept c in all negative
images and P (wi) is the the ratio of the training images for keyword wi over all
images.

Both the conf and dd measures have their own strength. The conf measure
looks into the exclusiveness of a blobset where higher values are assigned to blob-
sets which are mainly found in only one particular keyword category regardless
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of the cardinality of training set. In other words, it ignores the global statistics
of the blobset in the training set. In this aspect, it is similar to the CMRM plat-
form [3] and is well-suited for keyword categories with diverse visual features,
such as “boat” and “house”. Since visual correlation is expected to be weak for
such keyword categories, conf is a better measure by highlighting the visual
parts which are unique to the keyword only. The dd measure emphasizes on the
global statistics of the candidate concept. In this aspect, it is similar to the MIL
platform [12]. It is more useful for keyword categories with prominent visual fea-
tures, such as “tiger” and “forest”, where strong visual correlation exists among
the positive examples. Besides, the measure is better positioned to handle se-
mantically related keywords with overlapping visual parts such as “plane” and
“sky”. The localized overlapping of visual parts have a negative effect on conf
but less profound impact on the dd since the visual parts would still be rare
statistically in the set of all negative examples as defined in P (c|wi,−).

2.3 Level-Sensitive Annotation

As we move down in the lattice level as shown in Figure 1, concepts become
rarer, more discriminative and have less chance of happening by chance. Basically
concepts at higher-level are capable of eliciting more evidence in terms of the
number of visual parts to support their keyword category. We thus tap into this
implicit feature of the lattice and propose a novel level-sensitive annotation. The
approach strives to prioritize the scores of a concept according to its level, or
more specifically the number of visual parts residing in a concept.

To determine the conditional probability of a keyword category wi given an
unannotated image I, P (wi|I), we select the best concept from the pool of can-
didate concepts of the category that matches the unannotated image. A concept
matches the unannotated image when all the blobs in a concept are present in
the unannotated image. Depending on which measure being used, we embed the
notion of level-sensitivity into P (wi|I) using the following formulations

P (wi|I) = max
c∈Cwi

{dd(c, wi) + L(c)} (3)

or
P (wi|I) = max

c∈Cwi

{conf(c, wi) + L(c)} (4)

where Cwi is the set of all frequent visual concepts of the word wi learnt during
the Apriori step. L(c), representing the level of concept c, is aimed for assigning
higher score to c at higher level. Then, annotation is performed based on a
maximum a posteriori (MAP) criterion as follows

ŵ = arg max
wi∈V

P (wi|I) (5)

where the keyword category with the highest conditional probability is assigned
to the unannotated image. For multiple annotations, the top-N keywords are
selected.
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3 Experiment and Results

3.1 Data Set and Evaluation

To evaluate the effectiveness of our approach, we use the data set provided
by Duygulu et al. [2]. A total of 4,500 images is used as training set and the
remaining 500 images as testing set. Each image is annotated with 1-5 keywords
with a total vocabulary of 371 keywords. Images are segmented into 5-10 regions
using normalized cut [14]. A 36-dimensional feature vector, which is composed
of color, texture, mean oriented energy and other features, is extracted for each
region. The set of all feature vectors is then quantized by K-means into 500
blobs. Details of the feature extraction process can be found in [2]. We follow the
experimental methodology used by [2,3]. Given an unannotated image I from the
test set, we use Equation 3 or 4 to arrive at the conditional probability P (wi|I).
We perform a ranking and select the top 5 words as an annotation of image I
using the recall and precision measure. Recall is the number correctly annotated
images divided by the number of relevant images in the ground truth. Precision is
the number of correctly annotated images divided by the total number of images
annotated with that particular word. Recall and precision are then averaged over
the word set. As in [3], we report the results on two sets of words, the subset of
49 best words and the complete set of all 260 words in the testing set.

3.2 Performance Comparison

We compare our proposed approach with the Co-occurrence (CO) [1], Machine
Translation (MT) [2] and Cross-Media Relevance Model (CMRM) [3]. Our ap-
proach is named separately as APR CF and APR DD which uses the conf and
dd measure, respectively. During learning, we learn an average of 100 concepts up
to a maximum level of 5 for each keyword category. The performance of the five
tested approaches are summarized in Table 1 and illustrated in Figure 2. Our ap-
proach, although using co-occurrence between blobs and words, has significantly
better performance compared to the CO and MT models. Both APR CF and
APR DD are comparable to CMRM. They perform better in terms of average
recall, and with a higher number of images with at least one correct annotation
(i.e., recall > 0). Our approach, however, has a lower precision, partly because
the Corel training set of different keyword categories is not well-balanced in
terms of number of training examples. We notice that the keyword categories
with too few training examples (some as few as 1) end up with a trivial lattice
structure, impacting the precision performance. It is also observed that there
are no notable differences in performance between the conf and dd measures.
We investigate the results and find that this is attributed to the level-sensitive
matching scheme which filters out the noisier lower-level matchings.

Sensitivity of lattice height. The height (number of levels) of a lattice formed
by the frequent concepts indeed impacts the performance of annotation. Here,
we define “height” as the maximum level in a lattice that the frequent concepts
of its category reach. The higher the lattice of a category, the more discriminant
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Table 1. Performance of our approach (APR DD and APR CF) with Co-occurrence
(CO), Machine Translation(MT) and Cross-Media Relevance Model(CMRM)

All 260 Words Best 49 Words Recall>0
Avg. Re. Avg. Pr. Avg. Re. Avg.Pr.

CO 0.02 0.03 - - 19
MT 0.04 0.06 0.34 0.20 49
CMRM 0.09 0.10 0.48 0.40 66
APR DD 0.11 0.07 0.50 0.26 75
APR CF 0.11 0.07 0.50 0.27 76

Fig. 2. Some annotation results of our approach compared to manual annotations

the concepts being learnt, and thus leads to a more reliable annotation. The
lattice height of different keywords varies depending on the visual appearances
of the keyword images, and also partly the number of training examples. In this
experiment, we group the keyword categories according to the height of their
lattice models. For each group, we compute their average recall, precision and
percentage of words > 0. The results are shown in Table 2. Apparently, all the
performance measures improve with the increase of the height of the lattice
model. This shows that the height of lattice, which translates to the number
of visual parts in a concept of a keyword category, is useful in describing the
semantics of an image.

Table 2. Performance of APR DD and APR CF for keyword groups based on the
height of their lattice model

Height of APR DD APR CF
lattice model 1 2 3 4 5 1 2 3 4 5

#keywords in group 34 50 99 54 23 34 50 99 54 23
%words with recall>0 0 0.22 0.25 0.46 0.60 0 0.22 0.26 0.46 0.61
Average recall 0 0.05 0.08 0.16 0.40 0 0.05 0.08 0.16 0.41
Average precision 0 0.07 0.05 0.09 0.17 0 0.09 0.05 0.09 0.16

Effectiveness of Level-Sensitive Annotation. To assess the performance
improvement due to level-sensitive annotation, we compare the cases with and
without the level-sensitive matching. When the level-sensitive matching is dis-
abled, the annotation is performed purely on the dd or conf measure. The result
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shown in Table 3 clearly indicates that the performance decreases without level
sensitivity matching. Compared to the lower level blobsets, higher level blob-
sets are more discriminant and thus provides more visual evidence to support
the presence of a keyword category. In addition, the conf measure is found to
be less sensitive to the concept level compared to dd. We believe it is because
most of the keyword categories in the Corel data set have diverse range of vi-
sual appearances. As discussed in Section 2.2, the conf measure is more robust
to such data set than the dd measure. Level-sensitive matching is able to re-
duce this gap and improve the performance of both measures through selective
matching.

Table 3. Performance of APR DD and APR CF without level-sensitive matching

All 260 Words Best 49 Words Re.>0
Avg. Re. Avg. Pr. Avg. Re. Avg.Pr.

APR DD 0.04 0.03 0.32 0.25 38
APR CF 0.06 0.04 0.47 0.23 60

Speed Efficiency. The complexity of our approach is O(W ×N×C) per image,
where W is number of words in the vocabulary, N is the number of visual parts
in a concept and C is the average number of concept points per word category.
As a comparison, the CMRM has a time complexity of O(W ×R× J), where J
is the average training sample of keywords and R is the number of regions in the
data set. Obviously, R > N . For the Corel data set, R = 9 and N = 3. Besides,
notice that J > C in general since J is required to be large for reliable learning.
In the case of Corel data set, the training data of keyword categories varies a lot,
1 ≤ J ≤ 1004. In our current implementation, C = 100 on average. Our approach
requires only 32.48 seconds for training and 1.61 seconds for annotating all the
500 testing images on a Pentium 4 3GHz and 512MB of memory.

4 Conclusions

In this paper, we propose a new approach for image annotation by learning
the multiple concept points of keyword categories. Each concept is supported
by one or more visual parts and mined using the Apriori principle. Under the
guidance of lattice structure, the level-sensitive selection of concepts based on
the discriminative and diverse density measure is exploited for effective im-
age annotation. Experiment results show that learning multi visual parts in
a model like lattice structure is useful in capturing the semantics of keyword
categories.
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Abstract. Retrieving videos by key words requires semantic knowledge of the 
videos. However, manual video annotation is very costly and time consuming. 
Most works reported in literatures focus on annotating a video shot with either 
only one semantic concept or a fixed number of words. In this paper, we pro-
pose a new approach to automatically annotate a video shot with a non-fixed 
number of semantic concepts and to retrieve videos based on text queries. First, 
a simple but efficient method is presented to automatically extract Semantic 
Candidate Set (SCS) for a video shot based on visual features. Then, the final 
annotation set is obtained from SCS by Bayesian Inference. Finally, a new way 
is proposed to rank the retrieved key frames according to the probabilities ob-
tained during Bayesian Inference. Experiments show that our method is useful 
in automatically annotating video shots and retrieving videos by key words. 

1   Introduction 

Labeling the semantic content of videos with a set of keywords is known as video 
annotation. Annotation is used primarily for video database management, especially 
for video retrieval. Annotated videos can usually be found using keyword-based 
search, while non-annotated videos can be extremely difficult to find in large data-
bases. Since content-based video retrieval is still not very accurate or robust, most 
people would prefer to pose text queries and find videos relevant to those queries. For 
example, one should be able to pose a query like “cars on a road”. This needs to 
bridge the semantic gap between the low-level feature descriptions and the semantic 
descriptions of multimedia. The traditional “low-tech” solution to this problem is to 
annotate each image manually with keywords and then search on those keywords 
using a conventional text search engine. The main disadvantage with manual annota-
tions is the cost and difficulty of scaling it to large numbers of images. Automatically 
annotating images/videos would solve this problem while still retaining the advan-
tages of a semantic search [1]. 

In most previous research works, the task of annotating a non-annotated video can 
be viewed formally as a classification problem, we must make a yes/no decision for 
each word in the vocabulary [2][3][4]. Experts or users specify several classes, system 
can construct one or several classifiers through learning from the training set which is 
built manually by users. The visual features of a new video are extracted automati-
cally and input into the well-trained classifiers. Then the result of the classification is 
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the semantic annotation of the new shot. The classes defined in such method are mu-
tually exclusive, so each video shot can have only one semantic concept.  

In fact, one concept is not enough to fully summarize a video shot with rich con-
tents. A video shot could include more than one concept. For example, we can see 
“land”, “sky” and “cloud” in the first picture of Figure 1. Three concepts are needed 
to describe the shot. It should not alone belong to any one of the three classes. Obvi-
ously, semantic concepts do not occur independently or are not isolate from each 
other, and the mutual information between them should be taken into account in order 
to make the annotation complete. 

 

Fig. 1. Examples of selected key frames with complete annotation in the training set 

Intuitively it is clear that the presence of a certain concept suggests a high possi-
bility of detecting certain other concepts. Similarly some concepts are less likely to 
occur in the presence of others. The detection of “car” boosts the chances of detecting 
“road”, and reduces the chances of detecting “waterfall”. It might also be possible to 
detect some concepts and infer more complex concepts based on their relation with 
the detected ones. Naphade [5] proposed the MultiNet as a way to represent higher 
level probabilistic dependencies between concepts. However, both the classes and 
structure of the classification frameworks were either decided by experts or specified 
by users. Moreover, the structure will become very large with the increase of the class 
number. If there are n classes, there will be n variable nodes and n(n-1)/2 function 
nodes and n(n-1) edges in the MultiNet.      

More general approaches attempt to annotate new key frames with concepts in the 
annotations of training set. MediaNet[6] can automatically select the salient classes 
from annotated images and discover the relationship between concepts by using ex-
ternal knowledge resources from WordNet. However, the relationships between con-
cepts in MediaNet are too complex. There are not only perceptual relationships such 
as "equivalent", "specializes", "co-occurs", and "overlaps", but also semantic relation-
ships such as “Synonymy / Antonymy“, “Hypernymy / Hyponymy”, “Meronymy / 
Holonymy”, “Troponymy”, “Entailment“, which are summarized into a small sub-
class of all these relationships by clustering subsequently. In his summarized Multi-
Net, there is only "specializes" relationship such as “man” is a subtype of “hominid”. 
His main attention is on analyzing the sense of a word and generating the "special-
izes" relationship and so on. 
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Jeon et al. [7] proposed a cross-media relevance model (CMRM) to learn the joint 
distribution of blobs and words in order to perform both image annotation and ranked 
retrieval. Lavrenko et al. [8] proposed a Continuous-space Relevance Model (CRM) 
to computes a joint probability of image features over different regions in an image 
using a training set and uses this joint probability to annotate and retrieve images. 
Feng et al. [1] learned a statistical generative model called Multiple-Bernoulli Rele-
vance Model (MBRM) using a set of annotated training images to automatically an-
notating and retrieving images/videos. Words are modeled using a multiple Bernoulli 
process and images modeled using a kernel density estimate. But all annotation ob-
tained by the three models has the fixed number of words. The length of the annota-
tion is determined by users and has a direct influence on the recall and precision. In 
addition, it is not reasonable to label every shot with a fixed number of concepts, no 
matter whether the shot content is rich or not. 

In the application of annotating the video, we only concern about whether concept 
B is also present in the same frame if concept A is present. So we want to discover the 
co-occurrence relationship among multiple concepts. 

In order to overcome the above shortcomings, a new method is proposed to anno-
tate a video shot with a varied number of concepts. This paper is organized as follows. 
A simple but efficient approach is proposed to extract Semantic Candidate Set (SCS) 
in section 2. Section 3 describes a way to select the final annotation set from the SCS 
by Bayesian Inference and automatically annotate a video shot with a varied number 
of concepts. Section 4 introduces a probabilistic method to rank the retrieved frames 
based on Bayesian Inference. The experimental results are given in section 5. Finally, 
section 6 concludes the paper. 

2   Extracting the Semantic Candidate Set for a New Shot 

The Semantic Candidate Set (SCS) is a set of N most probable concepts according to 
the visual features. It is supposed that all concepts actually annotated for a testing 
frame are in its SCS, then the actual concepts are chosen from the SCS by Bayesian 
Inference. 

A training set is constructed by manually annotating the key frames of videos shots 
and regarded as Ground Truth (GT). There is an annotation with from 1 to 4 concepts 
for each key frame in the training set. Examples of selected key frames with com-
pleted annotation are shown in Figure 1. Each concept is considered a semantic class. 
Without loss of generality, suppose there are n semantic concepts in the training set. 
A simple method is introduced to obtain the SCS. 

First, the center of each semantic class is calculated as follows. 

,, ,. dim 1
1

S j S

j kS k
f T

k
T

fC
∈

     ( .., − ) = =0                                    (1)    

where dim is the dimension of the visual feature vector, TS is the set of the samples 
with concept S in their semantic annotation, |TS| is the number of the samples in TS,  f j 
is the jth frame in TS ,  f j,k  is the kth visual feature element of frame f j and  CS,k  the 
kth visual feature element of the class center of concept S. 
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Then, formula (2) is used to compute the distances between the key frame F of  
a new shot and every semantic class center, which are denoted as Dist[1], 
Dist[2],…,Dist[n]. 

dim 1
2

0
,( )ist[i] i

k
k i kF CD n

−

=

   ( = 1, ..., )−=                               (2)    

where Fk is the kth visual feature element of the new key frame.  
Finally, Dist[1,…,n] is sorted from small to large. N most probable concepts, de-

noted as S1,…, SN corresponding the N smallest distances, consist of SCS. In our 
experiment, the result is the best for N = 4. S1 is regarded as the first concept of the 
new shot. This process of extracting SCS is named   Semantic Class Centre Method 
(SCCM). 

3   Obtaining the Final Annotation Set Using Bayesian Inference 

Having obtained the semantic candidate set (SCS) and the first concept S1 of the new 
shot, we should have a way to determine which of the others in SCS are also present 
in the same shot. Bayesian inference is used to calculate the conditional probabilities 
of the other concepts given S1. Suppose that the initial current evidence set is 
CE={S1=1} (1 means presence, 0 means absence). If P(S2=1|CE)>σ , then S2 will be 
assigned to the new shot; If P(S3=1|CE)>σ , If P(S4=1|CE)>σ , then S4 will be as-
signed to the new shot, and so on. We obtain the final annotation set of the shot by 
dynastic Bayesian inference because CE varies during inferring. 

Bayesian Network (BN), also known as Belief Network, is a graphical model that 
efficiently encodes the joint probability distribution over a set of random variables. 
Bayesian Network is selected to construct the Semantic Network, in which a node 
represents a semantic concept and an edge represents the dependency relationship 
between two concepts. 

Two reasons prompted the selection of Bayesian networks for learning statistical 
dependencies between concepts. First, there are algorithms to learn both the parame-
ters and the topology of a Bayesian network. If the nodes in a Bayesian network rep-
resent concepts, then the algorithms are actually learning statistical relationships 
among the concepts. Second, once built, the Bayesian network can answer arbitrary 
probabilistic questions about the concepts (e.g., joint probability for the values of any 
two nodes). 

Learning of Bayesian network includes two parts: learning the structure and learn-
ing the parameters given a structure. A three-phase construction mechanism is repre-
sentative of Dependency Analysis Based Method, abbreviated to TPDA algorithm, 
and is used to construct Bayesian Network [9]. Having constructed the semantic net-
work, the parameters, i.e. the conditional probability of each node, are learned by 
standard statistic method given the BN structure. 

First, the directed graph of Bayesian Network is moralized and triangulated into a 
chordal graph. Then a join tree is built from the chordal graph, which consists of 
cliques node and separator sets (abbreviated as sepset). The belief potentials of each 
clique and sepset are initialized according to the conditional probabilities of the nodes 
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in Bayesian Network [10]. Suppose that the initialized join tree is denoted as JT. The 
procedure of obtaining the final annotation set (FAS) is proposed as follows.  

Procedure Get_FAS ( JT )
{ NE ={S1}; CE= ;  SCS ={S1,…,SN} 
While (NE is not empty) do 
{ Input NE into JT and modify the potentials in the JT;

Perform Global propagation to make the potentials 
of JT locally consistent;
CE = CE NE;  NE = ;
for (each concept Si in SCS) do 
if ((Si not in CE )and (P(Si=1|CE)> )) then 

{ NE = NE {Si};
SP[f][Si]= P(Si=1|CE);

}
}

}  

where CE is used to store the current evidence, and it is the final annotation set (FAS) 
of a shot after the procedure stops. SP[f][Si] is used to store the probability of annotat-
ing the frame f with concept Si. 

The difference between Get_FAS and Huang’s algorithm [10] lies in introducing a 
variable NE used to store the newly generated evidence after inferring every time in 
order to judge when to stop the inference procedure. Huang [10] did not give the 
stopping condition and it is determined by human. We give an automatic control 
mechanism that can stop the inferring procedure when generating no more new evi-
dence. Initially, NE only includes one concept S1. After NE is input into JT and in-
corporated to CE, it is set to empty subsequently. After inferring given CE each time, 
the concept whose conditional probability is larger than σ  becomes new evidence 
and is put into NE. Repeat the above process until there is no more new evidence 
generated after inference. 

Also, Huang [10] did not give a way to determine the threshold σ . In our experi-
ment, the threshold σ  is determined as follows. 

TS #

1 1
1 2

1
= ( | ,..., )
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kC
k k k
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k i

P S S Sσ −
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                                     (3) 

where |TS| is the number of samples in training set, #Ck is the number of actual con-

cepts in ground-truth (GT) annotation of the kth sample, k
iS  is the ith actual concept 

of the kth sample, 1 1( | ,..., )k k k
i iP S S S − is the conditional probability of k

iS  given 

1 1,...,k k
iS S − . In a word, σ is the average conditional probability of all concepts of 

Ground Truth over all samples in the training set. The threshold can be calculated 
automatically and adaptively for different data sets, avoiding setting the threshold 
manually.  
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4   Ranked Retrieval Based on Annotation 

The task of video retrieval is similar to the general ad-hoc retrieval problem. We are 
given a text query Q={w1, w2, …, wk} and a collection V of key frames of videos. The 
goal is to retrieve the video key frames that contain concept set Q in V.  

A simple approach to retrieving videos is to annotate each key frame in V using the 
techniques proposed in section 2 and section 3 with a small number of concepts. We 
could then index the annotations and perform text retrieval in the usual manner. This 
approach is very straightforward. However, it has a disadvantage that does not allow 
us to perform ranked retrieval. This is due to the binary nature of concept occurrence 
in automatic annotations: a concept either is or is not assigned to the key frame. When 
the annotations of many retrieved frames contain the same number of concepts, docu-
ment-length normalization will not differentiate between these key frames. As a 
result, all frames containing the same number of concepts are likely to receive the 
same score. 

Probabilistic annotation can be used to rank the relevant key frames (here ‘relevant 
key frames’ are the ones that contain all query concepts in their ground-truth annota-
tion). In section 3 we developed a technique that assigns a probability P(S=1|CE) to 
every concept S in the annotation. We score the key frames by the probability that a 
query would be observed. Given the query Q= {w1, w2, …, wk} and a frames  f V∈ , 
the probability of containing Q in frame  f  is: 

1

( | )= ( | )j

k

j

P Q f P w f
=

∏                                                     (4) 

where P(wj | f) has already been computed and stored in SP[f][wj] in section 3. all 
retrieved frames are ranked according to P(Q| f) from large to small. 

5   Experimental Results 

We have chosen videos of different genres including landscape, city and animal from 
website www.open-video.org to create a database of a few hours of videos. Data from 
35 video clips has been used for the experiments. All algorithms were implemented 
by VC++ on a PC machine with AMD Athlon 2500+ CPU, 256M memory and Win-
dows XP environment.  

First, we use the tool VideoAnnEx [11] developed by IBM to partition every video 
clip into several shots and to manually annotate the shots. The key frames of each 
shot are extracted automatically using the method in [12] to form the samples set. The 
perceptual features such as HSV accumulated Histogram and Edge Histogram are 
extracted automatically from the sample set and stored into a video database after 
being normalized. In our experiments, there are 544 key frames for training and 263 
key frames for testing. Examples of selected key frames with complete annotation are 
shown in Figure 1. 14 different concepts are extracted automatically from the ground 
truth annotation of the training set built manually, which are shown in table 1. So our 
system can also work if the data set varies and more concepts are added. 
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Table 1. The presence frequency of each concept in training set (%) 

5.1   Results: Automatic Videoe Annotation 

In this section we evaluate the performance of our method on the task of automatic 
video annotation. We are given an unannotated key frame f and are asked to automati-
cally produce an annotation. The automatic annotation is then compared to the manual 
ground-truth annotation (GT).  

It is said in [6] that different classifiers were evaluated including k-nearest 
neighbors, one-layer neural network, and mixture of experts, of which k-nearest 
neighbor was shown to outperform the rest. So we compare our method of selecting 
the semantic candidate set described in section 2 with K Nearest Neighbor (KNN) and 
Naïve Bayesian (NB) classifier. Four most probable concepts are also chosen for 
KNN and NB to build their SCSs. We use three standards to measure the performance 
of the three methods as follows.  

_

st

1 _
correct first

fir

S first
N

N
=    (5)         =

correct

label

N
precision

N
     (6)          

_

= correct

ground truth

N
recall

N
    (7)   

where Nfirst is the number of samples with concept S in the first position in GT, Ncor-

rest_first is the number of the samples whose first concept in SCS is the same as that in 
GT, i.e. S, Ncorrect is the number of samples having a given concept S in its SCS cor-
rectly, Nlabel is the number of samples having that concept in SCS, Nground_truth is the 
number of samples having that concept in GT.  

Table 2 shows the mean 1_S first (MF), the mean precision (MP) and the mean re-
call (MR) over all concepts in SCS. KNN consistently outperforms NB, which con-
forms to the conclusion drawn by Benítez [6]. It also indicates that all metrics of 
SCCM are the biggest among the three methods, especially MR and MF of SCCM are 
much bigger than those of NB and KNN methods. So we have two reasons to expect 
that the annotation performance obtained by SCCM could be the best among the three 
methods. First, the larger the recall is, the more the SCS covers the correct concepts. 
Second, the first concept in SCS is the first evidence during Bayesian inference and 
the accuracy of the evidence is very crucial to the annotating results. 

After obtaining the SCS and the first concept of a testing frame, the system obtains 
the other concepts coexisting in the same frame from SCS by Bayesian Inference 
detailed in section 3. We also measure the performance of annotating by formula (6) 
and (7), where Ncorrect is the number of the correct concepts that the system automati-
cally annotated for a testing frame, Nlabel is the total number of the concepts that the 
system automatically annotates for a testing frame, Nground_truth is the number of the 
actual concepts of a testing frame in GT. 

Table 3 shows the average results of annotating using different methods of extract-
ing SCS. First, it indicates that the inference performance on SCS obtained using 

concept car road bridge building waterfall water boat 
percentage 3.08 6.84 2.66 19.39 1.14 42.97 6.08 

concept cloud sky snow mountain greenery land animal 
percentage 13.31 44.87 6.84 14.45 32.7 25.48 25.48 
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SCCM is significantly higher than that using NB and KNN algorithm. Second, it 
shows that the recall values of all concepts in SCCM are larger than 0, and that of 
some concepts with low presence frequency in NB and KNN are zero. This is because 
KNN and NB algorithm are sensitive to the distribution of each concept in the train-
ing set. SCCM has not such problem because it is not sensitive to the presence fre-
quency of each concept. Even a concept with low presence frequency can be assigned 
to a video shot only if its semantic class centre is close to the shot based on visual 
features. It indicates that SCCM is more robust than NB algorithm and KNN algo-
rithm. 

Table 2. The mean precision (MP), mean recall (MR) and mean 1_S first (MF) of semantic 

candidate set before inference 

 

Table 3. The result of automatic annotation. # con is the number of concepts with recall>0. 

Method MP  MR  # con  concepts with recall=0 

NB 0.277 0.414 13 waterfall 
KNN 0.355 0.470 11 car, waterfall , bridge 

SCCM 0.406 0.731 14 \ 

Figure 2 shows the automatic annotation of several testing samples using three 
methods. We can see that there is a main concept in each frame. For example, the 
main concept in Figure 2(b) is ‘animal’, that in Figure 2(c) is ‘bridge’. These concepts 
have lower presence frequency in training set. SCCM can correctly capture these 
concepts, but NB and KNN algorithm can not. SCCM can correctly annotate the main 
concepts in most cases, even though it annotates incorrectly with some concepts such 
as ‘snow’ in Figure 2(b).  

In general, SCCM algorithm outperforms significantly NB algorithm and KNN al-
gorithm in annotating video shots. 

 
                    (a)                                         (b)                                            (c) 

Fig. 2. Automatic annotation of three methods 

Method MP MR MF # concepts with recall>0 concepts with recall=0 
NB 0.274 0.444 0.137 13 waterfall 
KNN 0.378 0.490 0.182 12 waterfall , bridge 
SCCM 0.378 0.779 0.392 14 \ 
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5.2   Results: Ranked Retrieval of Videos 

In this section we turn our attention to the problem of ranked retrieval of shots. In the 
retrieval setting we are given a text query Q={w1, w2, …, wk}  and a testing collection 
of unannotated key frames. For each testing frame f, we use equation (4) to get the 
conditional probability P(Q|f). All frames in the collection are ranked according to the 
conditional likelihood P(Q|f). In our retrieval experiments, we use four sets of queries, 
constructed from all 1-, 2-, 3- and 4-word combinations of concepts that occur at least 
twice in the testing set. A frame is considered relevant to a given query if its manual 
annotation (ground-truth) contains all of the query words. We use precision and recall 
averaged over the entire query set as our evaluation metrics.  

Table 4 shows the performance of our method on the four query sets, contrasted 
with performance of the NB algorithm and KNN algorithm on the same data. We 
observe that our method substantially outperforms the NB algorithm and KNN algo-
rithm on every query set except for the recall in 3-concept query, 0.229 of SCCM 
compared with 0.313 of KNN. It could be said SCCM has the same performance with 
KNN algorithm in this case because the sum of precision and recall in both methods 
are about equal (0.467 of KNN and 0.472 of SCCM).  

Table 4. The performance on the retrieval task of three methods   

NB KNN SCCM
#concepts

Precision Recall Precision Recall Precision Recall
1-concept 0.277 0.414 0.361 0.471 0.410 0.731 
2-concept 0.168 0.313 0.194 0.332 0.261 0.435 
3-concept 0.117 0.154 0.178 0.289 0.258 0.214 
4-concept 0.111 0.125 0.139 0.313 0.25 0.313  

Figure 3 shows top 5 frames retrieved in response to the text query “animal 
greenery”. 

 
                                    (a) Top 5 frames retrieved using NB algorithm 

 
                                     (b) Top 5 frames retrieved using KNN algorithm 

 
                                  (c) Top 5 frames retrieved using SCCM algorithm 

Fig. 3. Example of top 5 frames retrieved in response to the text query “animal  greenery” 
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We do not compare the results of our method with that of other papers because it is 
unfair to make a direct quantitative comparison with their method using different data 
set. We do not obtain the standard video data set in TRECVID to measure the algo-
rithm performance now. 

6   Conclusion 

We have proposed a new approach to automatically annotate a video shot with a varied 
number of semantic concepts and to retrieve videos based on text queries. There are 
two main contributions of this work. The first one is to propose a simple but efficient 
method to automatically extract the semantic candidate set based on visual features. 
The second one is to obtain the annotation with non-fixed length from SCS by Bayes-
ian Inference. Experiments show that our method is useful in automatically annotating 
video shots and retrieving videos by key words.  
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Abstract. Vector quantization (VQ) is a commonly used method in the 
compression of images and signals. The quality of VQ-encoded images heavily 
depends on the quality of the codebook. Conventional codebook training 
techniques are all based on the LBG (Linde-Buzo-Gray) method. However, 
LBG-based methods are noise sensitive and are not able to handle clusters of 
different shapes, sizes, and densities. In this paper, we propose a density-based 
clustering method that can identify arbitrary data shapes and exclude noises for 
codebook training. In order to rapidly approach an optimal solution, an 
improved version of a genetic algorithm is designed that demonstrates efficient 
initialization of codewords selection, crossover, and mutation. The experiments 
show that the proposed method is more robust in generating a common 
codebook than other LBG-based methods.  

Keywords: Density-based clustering, genetic algorithms, vector quantization. 

1   Introduction 

Digital image compression methods are essential for storage and transmission while 
still maintaining acceptable fidelity or image quality. Among compression techniques, 
vector quantization (VQ) [6] is a popular lossy image compression method, primarily 
because of its reasonable compression rate and efficient decoding process. The main 
idea of VQ is to partition an input image into nonoverlapping blocks of uniform size, 
called codevectors, then approximate these codevectors using a limit set of vectors, 
called the codebook. Each vector ci with index i in the codebook is called a codeword. 
In the encoding phase, the closest codeword ci in the codebook is found for each 
codevector of the original image to minimize the distortion. Then, index i is used to 
encode the input vector, and finally the original image is represented by the indices of 
these closest codewords. Clearly, the quality of the VQ-compressed image is 
significantly influenced by the quality of the codebook. Although many codebook 
generation methods have been proposed [1, 4, 8, 9, 11, 12], constructing an optimal 
codebook is still in general difficult. 
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The most famous codebook design method is the LBG (Linde-Buzo-Gray) 
algorithm presented by Linde, Buzo and Gray in 1980 [9]. However, the LGB method 
makes only local changes to the previous clustering result and therefore is highly 
sensitive to the initialization of the codebook. To improve the initialization problem, 
TSVQ-based (tree structure vector quantization) methods [1, 8] and DAM (the 
diagonal axes method) [2] have been proposed. Although these improved methods 
have a higher probability of selecting better initial representative codewords, these 
deterministic algorithms still always converge toward the local optimal solution. 

Several non-deterministic algorithms have been developed [4, 11, 12] to efficiently 
approximate the global optimal solution within a limited computation time. These 
evolution-based methods are devoted to minimizing the distance between the training 
vectors and their corresponding codewords. Assume that a codebook C contains m 
codewords {c0, c1,…, cm−1} and that the training set contains N input vectors {b0, 
b1,…, bN−1}. The objective of an evolution-based method for codebook design is 
usually to minimize the average distortion function DF: 

2

1 1

1
( ) ,

m N

ij j i
i j

DF C u b c
N = =

= ⋅ −  (1) 

where uij = 1 if bj belongs to the cluster ci; otherwise, uij = 0; ||bj−ci|| denotes the 
Euclidean distance between bj and ci.  

However, these methods have two common defects: (1) the poor initialization of 
the codewords selection requires much time to find an approximate global optimal 
solution. If the initial codewords contain too many similar trial codevectors or useless 
codevectors, these methods usually converge to a local optimal solution; (2) these 
methods commonly consider only the distortion function as the objective function for 
the trial solutions and use the LBG method as the major improvement procedure. A 
codebook trained by this technique may not be suitable for images not used as 
training samples since the LBG method is noise sensitive and cannot handle 
nonglobular clusters or clusters of different sizes and densities. 

In this paper, we propose a density-based method for codebook design that uses a 
genetic algorithm. Density-based clustering method has the following advantages [7]: 
(1) it can deal with arbitrary cluster shapes, (2) it can tackle clusters of different sizes 
and densities, and (3) it can identify noise in clusters. Applying the genetic algorithm 
helps the proposed method approximate the global optimal solution within finite 
iterations. To speed convergence toward a global optimal solution, we propose an 
efficient way to select representative codewords for the initial population, use a 
deterministic inherited method for crossover, and repair the defective codewords 
during the mutation operation. These techniques help the proposed method reach 
approximate global optimum in only a few iterations. 

2   Previous Works 

LBG (Linde-Buzo-Gray) is the most commonly used method for VQ codebook 
design. To begin, each training image is partitioned into n dimensional 
nonoverlapping blocks as input vectors. Then, the LBG algorithm randomly selects m 
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vectors from the input as the initial codebook. The final codebook can be obtained by 
repeatedly performing LBG iterations. The following sketch summarizes the LBG 
algorithm. 

The LBG algorithm 
Step 1: Randomly select m codewords from the input vectors to form the initial 

codebook. 
Step 2: Map each input vector to the closest codeword from the codebook that yields 

the minimum distortion.  
Step 3: Update each codeword by recalculating the centroid of the input vectors that 

map to it. 
Step 4: If the average distortion between the input vectors and their codewords is less 

than a predefined threshold or the average distortion seems unchanged in 
recent iterations, then stop. Otherwise, go to Step 2. 

In the LBG method, each iteration causes only a local change in the codebook, so a 
new codebook will not be significantly different from the previous one. Therefore, the 
initial codebook is the key factor in the LBG method; that is why the LBG method 
always converges toward a local minimum average distortion. 

To improve the initialization of codewords selection, Hu and Chang proposed an 
efficient way [8] to generate a better codebook based on TSVQ (tree structure vector 
quantization). In this k-ary tree-structure design method, the codewords are 
progressively generated level by level to construct the complete k-ary tree. Initially, the 
root (i.e., level 0) is the centroid of all the input vectors. With this tree growing 
procedure, the next level of kd children can be generated, where d represents the d-th 
level. Then, the LBG method is applied to the kd children to generate kd new centroids. 
The final codebook can be obtained by repeatedly performing the tree growing 
procedure with the LBG iteration. The detailed algorithm is stated as follows. 

Progressive codebook training 
Step 1: Calculate the centroid of the input vectors as the root node. 
Step 2: Construct the next level (called the d-th level) of kd children using the tree 

growing procedure; that is, for an input n-dimensional vector (x0, x1,…, xn−1), 
generate k initial codewords b0, b1,…, bk−1, where bi = (xi0, xi1,…, xi,n−1) and  
xij = xi+(2×i−m−1)×δ.  

Step 3: Generate new kd centroids using the LBG method. 
Step 4: Go back to Step 2 until kd is equal to the number of desired codewords m. 

In the tree growing procedure, the value of δ is suggested in range [4, 10]. Although 
Hu and Chang’s method can improve the LBG method owing to the better distribution 
of the codewords, these methods are still stuck in the local optimal problem. 

3   Genetic Density-Based Clustering for Codebook Design 

Conventional codebook design methods are usually based on the LBG approach. 
However, LBG is often affected by noise and cannot deal with the clusters of different 
shapes, sizes, and densities. For example, Fig. 1(a) shows a result using the LBG-
based method, where the centroid colored gray is obviously affected by the two noise 
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points. However, if the two noise points can be excluded, the centroid point in Fig. 
1(b) can fit better among the main data points. Fig. 1(c) shows another LBG-based 
result for the data set with nonglobular shapes and different densities using three 
centroids. Although the average distortion in Fig. 1(c) may be minimized, the 
centroids in Fig. 1(d) are more truly representative. In our scheme, a point is regarded 
as a codevector having the same dimensions as the codeword in the codebook. From 
some experiments, we observe that a noise codevector usually represents a nonsmooth 
area. Because the human eye is less sensitive to distortion in nonsmooth areas than in 
smooth areas, a clustering result that excludes noise codevectors can improve visual 
quality. Furthermore, a centroid surrounded by more codevectors better represents a 
common codeword. 

In this section, we propose a genetic density-based method to generate a more 
representative codebook. The representation of each chromosome contains m 
centroids for m clusters. Each centroid has a fixed predefined radius r. Note that all 
centroids in a chromosome should be different. The details of the proposed scheme 
are as follows. 

3.1   Population Initialization 

The quality of the genes in a chromosome affects the convergence speed of the 
objective function. The initial input data comes from the nonoverlapping partitioned 
blocks of the input training images. A gene represents a codeword in a codebook. If the 
genes are randomly selected from the initial data set, exhaustively selecting the best 
genes from the large data set can be very time-consuming. To improve efficiency, we 
apply a density-based data reduction algorithm to select most representative genes 
[10]. This method is based on a k-NN (k nearest neighbors) method and attempts to  
 

 

noise
 

noise
 

(a) (b) 

  
(c) (d) 

Fig. 1. Comparisons of LBG-based and density-based methods 
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use a condensed set to represent the entire distribution of the original data set. The 
point with a higher density has a higher probability of being selected in the condensed 
set. The condensed set production algorithm is presented as follows. 
 

The Condensed Set Production Method 
Input: A set of blocks BS = {b1, b2,…, bN} from the training images and the value  

of k. 
Output: A condensed set CS of BS. 
Step 1: For each block bi of BS, calculate the distance di of the k-th nearest neighbor 

of bi in BS. 
Step 2: Select the bi having the smallest di and place bi in CS. 
Step 3: Remove all blocks including bi from BS that are within the circle with radius 

2di centroided at bi. 
Step 4: Repeat Steps 2 through 3 until BS becomes a null set. 

 

In Step 3, the radius set to 2di can avoid the selected points over-centralized at the 
dense area. Further, the value of k used for k-NN controls the condensation ratio and 
the accuracy of representation. Choosing a proper k is discussed in Section 4. In this 
method, the circle in the dense area has a smaller radius than in the sparse area, and 
the dense area has more representative points (or blocks) than the sparse area. 

After performing this method, the first |P|×m points of CS are selected and evenly 
distributed to m chromosomes, where |P| is the size of the initial population and m is 
the size of each chromosome. For instance, if there are two chromosomes with size 10 
and the points in CS are numbered {1, 2, 3, 4, …, |CS|}, the two chromosomes are 
composed of points numbered {1, 3, 5,…, 19} and {2, 4, 6,…, 20}, respectively. 

3.2   Genetic Operations 

The genetic operations including fitness function design, selection, crossover, and 
mutation are detailed as follows. For clearly, a circle with a radius r in the proposed 
method represents a cluster. 

Fitness computation: Two factors affect the fitness computation for each chromosome: 
the coverage rate (CR) and average distance rate (ADR). The CR represents the points 
covered by the chromosome to the total number of points, and the ADR denotes the 
proportion of the entire average distortion to the square of the radius r. An average 
distortion of a cluster ADi is the average distance between each point of the cluster to the 
cluster’s centroid. If the distances of a point to all the centroids are all greater than r, the 
point is considered as a noise and does not belong to any cluster. Assume that there are 
n data points {b1, b2, …, bn} and 

icS  is the set of points covered by the circle with 

centroid ci and radius r. The formulas for CR and ADR are defined as follows: 

CR = 1 2
...
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The goal of genetic operations is to maximize CR and minimize ADR. To keep 
better diversity among solutions in the early stage, the weight of CR should be larger 
than that of ADR. Consequently, the fitness function F is defined below, where t 
represents the t-th iteration of the genetic iterations. 

2
(1 )

1
F CR ADR

t
= + × −

+
. (4) 

Selection operation: The aim of the selection operation is to pick out better 
chromosomes from the population for better offspring generation. The most common 
selection method is the roulette-wheel selection (also called tournament selection) [5]; 
that is, a chromosome with a higher fitness value has a higher probability of being 
selected. The selection operation consists of two phases. In the first phase, each 
centroid in the chromosomes is recomputed based on LBG but excludes the points 
outside the corresponding circle. In the second phase, chromosomes are selected 
according to their fitness values. 

Crossover operation: This operation joins information from different chromosomes 
to generate new chromosomes, called offspring. The crossover operation plays an 
extremely important role in affecting the convergence speed and the quality of 
offspring. To achieve fast convergence and ensure that offspring have a high 
probability of inheriting better qualities from their parents, we apply the concepts of 
the deterministic crossover method proposed by Fränti [4]. This method combines 
two existing chromosomes to generate a new chromosome. As a result, the size of the 
new chromosome is between m and 2m since its parents may contain the same 
codewords (also called centroids). The size of the new chromosome is then reduced to 
m using the hierarchical PNN (pairwise nearest neighbor) method [3]. The first step in 
PNN is to search the nearest neighbor that minimizes the merge cost for each 
codeword. The merge cost dij is obtained by Eq. (5), where ci and cj are the merged 
codewords, and ni and nj represent the numbers of codevectors in the circles 
centroided at ci and cj, respectively. Then, the codeword pair with the least merge cost 
is merged to obtain a new mean codeword, and the merge process is repeated until the 
size of the new chromosome is reduced to m. 

2i j
ij i j

i j

n n
d c c

n n

×
= ⋅ −

+
. (5) 

Mutation operation: In the mutation, a codeword with a smaller density (i.e., the 
number of codevectors contained by the codeword) has a higher probability of 
mutation. However, mutation can often damage codewords. To improve the mutation 
operation, we propose a repair procedure for the defective codewords in each 
chromosome. The repair procedure creates a temporary list L of codewords in which 
each corresponding circle includes at least p codevectors. Initially, L is constructed 
from the condensed set CS in which the codevectors are selected from top to bottom 
and the distance between each selected codevector pair is at least r. When a codeword 
is to be mutated, it searches L for the first codevector having higher density and the 
distance between the two vectors is smaller than r. If the codevector exists, it replaces 
the codeword. Otherwise, (1) the codevector of L is replaced with the codeword or (2) 
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the codeword is added to L. Then, the codeword is mutated by a one-point mutation 
algorithm [5]. In the first case, the codeword should have a higher density than the 
codevector and the distance between them should also be smaller than r. In the second 
case, the circle centroided at the codeword should contain at least p codevectors and 
all the distances between the codeword and each codevector of L should be greater 
than r. Consequently, the modification of L is dynamic during genetic iterations. 

When the genetic iterations are finished, the chromosome with the highest fitness 
value is selected as the final trained codebook. 

4   Experiments 

The experiments conducted for codebook design use five 512×512 standard gray-level 
images (“Lena,” “F16,” “Pepper,” “Sailboat,” and “Baboon”) with pixel resolution of 
8 bits, as the training images shown in Fig. 2. The image quality of the VQ-encoded 
image is measured by the peak-signal-to-noise-ratio (PSNR), which is defined as: 

( )2

10

255
PSNR  10  log dB.

MSE
= ×  (6) 

The MSE (mean-square error) is defined in Eq (7), where xij and yij indicate the 
pixel values in the position (i, j) of the original image and that of the encoded image, 
respectively, and w and h are the width and the height of the image. 
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w h
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 (7) 

 

     
(a) Lena (b) F16 (c) Pepper (d) Sailboat (e) Baboon 

Fig. 2. Five training images 

In the experiment, each training image was divided into non-overlapping blocks of 
4×4 pixels. The radius r in the proposed method can be estimated from the PSNR 
equation. For instance, if the desired PSNR of the encoded image is to be about 30, 
the value of r2 can be set to about 1040 according to Eq. (8). A larger r2 achieves a 
better coverage rate but a higher distortion rate. The value of p used in the mutation 
operation is set to n/m, where n is the total number of input blocks and m is the 
codebook size. 

PSNR
2 2 10(16 255 /10 )r = × . 

(8) 
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In Section 3.1, the value of k would influence the size of the condensed set. Fig. 3 
shows the relationship between k and the number of representative points that are 
selected from the 81920 input points. It can be observed that k is negatively related to 
the number of representative points. However, when k is larger than 6, the curve 
becomes much and much flatter. This confirms the robustness of the data reduction 
method. In this section, we set k to 7. 

The size of the population for genetic operations is set to 15. The crossover 
selects 15 different pairs to generate 15 children, and the mutation probability is set 
to 0.01. Table 1 compares image quality (PSNR) using different codebook training 
methods, where the last two images of the table are not the training images. We 
perform 15 iterations of genetic operations for both Ying et al.’s method [11] and 
the proposed method. The value of δ used in Hu and Chang’s method is set to 6. 
From the table we can observe that the proposed method has better image quality 
and its trained codebook is more representative than other images. Ying et al’s 
method has the worst PSNR because their genetic method is at a low convergence 
speed. 

 
Fig. 3. Variation of k with the number of representative points 

The mosaic effect using different methods with a codebook sized 256 is shown in 
Fig. 4. The subgraph is the face region of Lena. These figures show that the 
proposed method has the best visual quality (i.e., least mosaic effect) in the smooth 
area. 

Table 1. The comparison of image quality with the codebook sized 256 

Images LBG TSVQ 
Hu and 
Chang’s 
method 

Ying et al.’s 
method 

Proposed 
method 

Lena 29.12 28.91 29.96 27.17 30.76 
F16 30.54 30.51 30.73 28.03 30.58 

Pepper 29.98 29.76 30.92 27.94 30.98 
Sailboat 28.62 28.44 28.91 26.86 28.95 
Baboon 24.37 24.31 24.41 23.14 24.46 
Tiffany 28.33 27.61 28.70 24.06 28.94 
Zelda 34.32 34.15 35.03 29.94 35.72 
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(a) The proposed 

method 
(b) LBG 

(c) Hu and 
Chang’s method 

(d) Ying et al.’s 
method 

Fig. 4. Comparison of mosaic effect 

Fig. 5 also shows the convergence speed of the proposed method with codebook 
sized 256 and r2=1200. The figure confirms that the proposed method has a high 
convergence speed and most of the improvements are attained within 8 iterations. 
Furthermore, we also evaluated the equal sized codebook trained by the LBG method 
with the same r2 value. An interesting finding is that the CR and ADR obtained by the 
LBG method are 0.72 and 0.67, respectively. This reveals that about 30% of the input 
blocks cannot be covered by the circles with radius r2 so the LBG based methods are 
easily affected by these noise-like blocks. 

 

Fig. 5. The convergence speed of the proposed method 

5   Conclusions 

Conventional LBG-based methods often suffer from the following challenges: (1) the 
clustering result is susceptible to the initialization of the centroids; (2) the methods 
often terminate at a local optimum; (3) the methods are sensitive to noise or outlier; 
(4) they are difficult to handle nonglobular clusters or clusters of different sizes and 
densities. In this paper, a new codebook training method based on density approach 
using a genetic algorithm is proposed. The density-based clustering method can avoid 
the disadvantages of the LBG-based methods and can generate a high quality 
common codebook. The experimental results show that the proposed method can 
approach the optimal result within only a few iterations and the density-based  
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codebook can also alleviate the mosaic effect in images, especially for the VQ-
encoded smooth blocks. Although the proposed method may have a lower PSNR than 
conventional LBG-based methods, it preserves better visual image since the trained 
codewords are not affected by the noise-like codevectors. 

References  

1. A. Buzo, A. H. Gray, R. M. Gray, and J. D. Markel, "Speed coding based upon vector 
quantization," IEEE Transactions on Signal Processing, vol. 28, no. 5, pp. 562- 574, 1980. 

2. T. S. Chen and C. C. Chang, "Diagonal axes method (DAM): a fast search algorithm for 
vector quantization," IEEE Transactions on Circuits and Systems for Video Technology, 
vol. 7, no. 3, pp. 555-559, 1997. 

3. W. H. Equitz, "A new vector quantization clustering algorithm," IEEE Transactions on 
Acoustics, Speech, and Signal Processing vol. 37, no. 10, pp. 1568-1575, 1989. 

4. P. Fränti, "Genetic algorithm with deterministic crossover for vector quantization," Pattern 
Recognition Letters, vol. 21, no. 1, pp. 61-68, 2000. 

5. M. Gen and R. Cheng, "Genetic algorithms and engineering optimization," John Wiley & 
Sons, Inc., 2000. 

6. R. M. Gray, "Vector quantization," IEEE ASSP Magazine, 1984, pp. 4-29. 
7. J. Han and M. Kamber, "Data mining: concepts and techniques," Morgan Kaufmann, San 

Francisco, 2001. 
8. Y. C. Hu and C. C. Chang, "A progressive codebook training algorithm for vector 

quantization," Proceedings of the Fifth Asia-Pacific Conference on Communications and 
Fourth Optoelectronics and Communications Conference, Beijing, China, pp. 936-939, 
1999. 

9. Y. Linde, A. Buzo, and R. M. Gary, "An algorithm for vector quantization design," IEEE 
Transactions on Communications, vol. 28, no. 4, pp. 84-95, 1980. 

10. P. Mitra, C. A. Murthy, and S. K. Pal, "Density-based multiscale data condensation," IEEE 
Transactions on Pattern Analysis and Machine Intelligence, vol. 24, no. 6, pp. 734 -747, 
2002. 

11. L. Ying, Z. Hui, and Y. W. Fang, "Image vector quantization coding based on genetic 
algorithm," Proceedings of IEEE International Conference on Robotics, Intelligent 
Systems and Signal Processing, Changsha, China, pp. 773-777, 2003. 

12. Y. Zheng, B. A. Julstrom, and W. Cheng, "Design of vector quantization codebooks using 
a genetic algorithm," Proceedings of IEEE International Conference on Evolutionary 
Computation, Indianapolis, IN, USA, pp. 525-529, 1997. 



 

T.-J. Cham et al. (Eds.): MMM 2007, LNCS 4351, Part I, pp. 299 – 308, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 
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Abstract. After studying contourlet transform and multilayered image 
representation, we present a Multilayered Contourlet Based Image Compression 
algorithm (MCBIC) in this paper. It decomposes image into a superposition of 
coherent layers: piecewise smooth regions layer, directional information layer, 
e.g., textures and edges. MCBIC uses the best basis to deal with different layers 
of multilayered representation, and retains the most significant structures of the 
image. In MCBIC, the first layer of the image is coded in wavelet, which 
acquires information of piecewise smooth regions; because the contourlet 
transform is an efficient directional multiresolution image representation, so the 
second layer of the image is coded in contourlet, which captures directional 
structure information of the image. Furthermore, each layer is encoded 
independently with a different transform and the combination of the 
compressed layers can always be perfect reconstructed. Our experiments 
demonstrate that MCBIC is efficient in coding images that possess mostly 
textures and contours. Our experimental results also show that MCBIC is 
competitive to the contourlet algorithm, SPIHT algorithm and the multilayered 
image compression approach in terms of the PSNR-rate curves, and is visually 
superior to these algorithms for the mentioned images.  

Keywords: Multilayered representation, Contourlet transform, SPIHT.  

1   Introduction 

Over the last decade, wavelets have had a growing impact on signal processing and 
communication such as compression, noise removal, image edge enhancement, and 
feature extraction. Unfortunately, their good NLA performance for piecewise smooth 
functions in 1-D is not optimal in 2-D. In essence, wavelets in 2-D are good at 
isolating the discontinuities at edge points, but will not see the smoothness along the 
contours. Therefore, more powerful representations are needed for image signals. 

M. N. Do and M. Vetterli pioneers a new system of representation, named 
contourlet, which is a filter bank structure that can deal effectively with piecewise 
smooth images with smooth contours [1][2]. In the contourlet transform, a Laplacian 
pyramid [3] is first used to capture the point discontinuities, while directional filter 
banks (DFB) [4] are used to link point discontinuities into linear structures. The 
contourlet transform is almost critically sampled, with a small redundancy factor of 
up to 1.33, so it is much more suitable for image coding applications. Although the 
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contourlet transform is an efficient directional multiresolution image representation, 
but when contourlet transform is only used for image compression, grid phenomenon 
emerges in piecewise smooth regions of images (see Fig.1(a) and Fig.3(b)). 

The underlying assumption behind transform coding is that the basis { }nψ  used 

for compression is well adapted to most images. Unfortunately, this assumption is 
clearly violated by many observations [5], which results in a consequence that one 
should be able to reduce the distortion by replacing an orthonormal basis with a richer 
library of basis functions. By dropping the “orthonormal basis” constraint, it becomes 
in principle possible to match the local textures with localized cosine functions (for 
instance), and the piecewise smooth regions with wavelets [6]. François G. Meyer, 
Amir Z. Averbuch, and Ronald R. Coifman [6] proposed a general framework for 
image representation and image compression that an image can be decomposed as the 
sum of two layers: a “cartoon image” and a texture map. The cartoon image provides 
a description of the piecewise smooth regions, and the texture map deal with the 
textures. The multilayered approach comes from the fact that different sets of basis 
functions complement each other: some of the basis functions will give reasonable 
account of the large trend of the data, while others will catch the local transients, or 
the oscillatory patterns. So each layer should be represented with different sets of 
basis functions. 

In this paper we used the ideas of multilayered image representation [6]. Our 
hypothesis is that an image can be decomposed as the sum of two layers: a “cartoon 
image”, a directional information map. The cartoon image provides a description of 
the piecewise smooth regions. The directional information map permits to fill in the 
textures in the regions with smooth contours. We propose to represent the cartoon 
image with wavelets. Our second choose is that the contourlet bases are better suited 
to capture geometrical structure in pictorial information. Our experimental results 
show that MCBIC is comparable to the contourlet compression and SPIHT algorithm, 
especially for a category of images that have a great deal of textures and oscillatory 
patterns and therefore are not “wavelet-friendly” images. 

The paper is organized as follows. The next section mainly explains the 
multilayered contourlet based image compression. Section 3 illustrates some of the 
simulation and numerical results achieved by these algorithms. Finally, the main 
conclusions are outlined in Section 4. 

2   Multilayered Contourlet Based Image Compression 

The MCBIC is made up of a cascade of compressions applied successively to the 
image itself and to the residuals that resulted from the previous compression. 
Wavelet basis is used to compress the input image for obtaining the initial main 
approximation. This first approximation preserves the general shape of the image, 
and captures the trend in the intensity function. Then the compressed part is 
reconstructed, and the residuals error is calculated between the original and 
reconstructed data. Residuals are composed of textures and contours, namely 
directional information, and are compressed with contourlet bases which are well 
adapted to various directions coding.  
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2.1   The Wavelet Transform  

Suppose that jV  is a subspace of Hilbert space ( )2
2L , then the corresponding 

space jW  is the orthogonal complement of jV  in 1jV − .  

1jV − = jV  ⊕  jW  (1) 

Let wavelet function ( )xϕ , that generates a basis ( ),i k xϕ  of jW by dilation 

(index i) and translation (index k) 

( ) ( )/ 2
, 2 / 2i i

i k x x kϕ ϕ−= −  (2) 

Assume 2f L∈ , the orthogonal wavelet transform is 

( ) ( ) ( ), ,, , j k j kWf j k f f t t dtϕ ϕ= = , (3) 

and the reconstruction formula [7] is 

( ) ( ), ,
,

, j k j k
j k

f t f tϕ ϕ
∈

=  (4) 

The mechanics of the wavelet transform are, in essence, a two channel filterbank. 
In the decomposition step, the digital signal is split into two half-size sequences with 

a conjugate pair of lowpass and highpass filters ( )1H z−  and ( )1G z− , and then 

down-sampling the results. The signal is reconstructed by up-sampling, filtering, and 
summation of the components [8]. In MCBIC, we choice the“9-7” biorthogonal filters 
[9]. The lowpass filter H and highpass filter G are 

( ) 1

2
k

k
k

H z h z
∈

=      ( ) 1

2
k

k
k

G z g z
∈

=  (5) 

These two filters satisfy the QMF condition, so can be exact reconstructed. 

2.2   The Contourlet Transform 

Contourlet transform is performed by a double filter bank structure, named the 
pyramidal directional filter bank (PDFB) [10], by combining the Laplacian pyramid 
with a directional filter bank. It satisfies five key properties of image representations: 
multiresolution, localization, critical sampling, directionality, anisotropy. A contourlet 

function is defined in ( )2 2L  
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Suppose that the contourlet frame 

( ) ( ) ( ){ }0 2
0

, , ,
,0 2 1,

, j

l

l

j n j k n
j j k j n

t tφ ρ
≤ ≤ ≤ − ∈

 (7) 

satisfies the anisotropy scaling law 

( )
0 0 0/ 2 ,j jl l j j for j j= − −            ≤  (8) 

and each contourlet kernel function , ,j k nρ  has directional vanishing moments on a set 

of directions with maximum gap of / 22 jW [2]. Then for a function 2f L∈ , the m-

term approximation by contourlet frame obtains 

( )
2 3 2ˆ logcontourlet

Mf f C M M −− ≤  (9) 

Because no other approximation scheme can achieve better rate than 
2M −

, then 
the contourlet transform achieves the optimal approximation rate for piecewise 

smooth functions with 
2C  contours. 

2.3   The Ideal of Multilayered Image Compression 

The multilayered compression algorithm consists in a cascade of compression applied 
successively to the image itself and to the residuals that resulted from the previous 
compression [6]. Let I be an image, I is compressed over the library 0L , used the 

budget b0, then we have 

0

0 1 0 0 0
j j

j E

I R R , with R q ψ
∈

= + =  (10) 

where 0R  is an approximation of the original image I , R1 is the approximation error 
(the residual). In order to discover different features in the image, a different library is 

used to compress R1 with a budget of b1 bit. A best basis, { }1
1j , j Eψ ∈ , that provides 

the optimal compression 1R of R1 over the library L1. 
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1

1 1 2 1 1 1
j j

j E

R R R , with R q ψ
∈

= + =  
(11) 

where { }
1

1
j j E

q ,
∈

are the quantized coefficients. A second approximation 1I of I is 

reconstructed 

1 0 1I R R= +  (12) 

where 1I is an image that can be encoded with b0+b1 bits. In our work, we choose L0 
to be a wavelet basis, the second library L1 is contourlet basis. 

2.4   The Multilayered Contourlet Based Image Compression Alogrithm 

The MCBIC method for a given image consists of the following steps. 

1) Decompose the input image with wavelet for the piecewise smooth regions. 
Set a threshold T1, all the wavelet coefficients to be bigger than T1 are 
retained and compressed. 

2) Reconstruct the compressed part for R1 and the residual is calculated between 
the original image and reconstructed data. 

3) Decompose the residuals with contourlet for textures and contours. Set a 
threshold T2, all the contourlet coefficients to be bigger than T2 are retained 
and compressed. 

4) Reconstruct the compressed part of contourlet for R2. The finally reconstructed 

image is the sum of 0R  and 1R . 

3   Experiments and Result Analysis 

We compare MCBIC with the contourlet coder, original SPIHT coder and 
multilayered image representation approach [6] on Barbara image (see Fig.1). And, 
we also compare MCBIC with the contourlet coder and original SPIHT coder on 
several images [11] (see Fig.2-3). In our experiments, the wavelet transform uses 3 
levels, and the contourlet transform has 32 directions at the finest scale. We used non-
separable fan filters of support sizes 23*23 and 45*45 designed in [12]. An arithmetic 
encoder is used to entropy-code the resulting bit streams of the quantization. 

Fig.1 show the coded results of the Barbara image at rate R = 0.125 bpp. The 
periodic texture on the pants of the lady is very well preserved by the contourlet. The 
texture on the tablecloth is also well rendered (compare Fig.1(b) and Fig.1(c)). There 
are some criss-cross patterns on the face of Barbara (compare Fig. 1(c)). 
Unfortunately, some grid phenomena appear in the smooth floor of Barbara image 
(see Fig.1(a)). As shown in Fig.1(d), the periodic texture on the pants of the lady and 
the texture on the tablecloth are very well preserved by MCBIC (compare Fig. 1(b) 
and Fig. 1(c)). Cheerfully, there are neither some criss-cross patterns on the face of 
Barbara nor some grid phenomenon in the smooth floor of Barbara image (compare 
Fig.1(a) and Fig.1(c)). The contourlet provided the optimal library (in preserving 
directional information) to encode the second layer. Our MCBIC coder outperformed 
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 (a)                                                                 (b) 

    
(c)                                                                    (d) 

Fig. 1. The barbara image coded at rate 0.125 bpp. (a) result of the contourlet coder 
(PSNR=28.86). (b) result of the SPIHT coder (PSNR=24.86). (c) result of the Multi-layer coder 
(PSNR=26.21). (d) result of the MCBIC (PSNR=29.87). 

the Multi-layer by 2 to 17.19 dB (see Table1). Our experiments indicated that MCBIC 
approach is superior in preserving directional information, e.g., textures and edges in 
the coded images. 

Table 1. Barbara: PSNR (IN DECIBELS) FOR VARIOUS BIT RATES 

Rate(bpp) 0.0625 0.125 0.25 0.50 0.75 
Contourlet 25.87 28.86 32.24 37.61 46.81 
SPIHT 23.35 24.86 27.58 31.39 34.25 
Multi-layer 24.04 26.21 29.18 32.92 35.30 
MCBIC 26.04 29.87 34.54 42.23 52.49 
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                                  (a)                                                                              (b) 

    
                                 (c)                                                                                 (d) 

Fig. 2. The houses image coded at rate 0.32 bpp. (a) original image. (b) result of the contourlet 
coder (PSNR=28.69). (c) result of the SPIHT coder (PSNR=24.17). (d) result of the MCBIC 
(PSNR=30.17). 

Table 2. Houses: PSNR (IN DECIBELS) FOR VARIOUS BIT RATES 

Rate(bpp) 0.125 0.20 0.25 0.40 0.50 
Contourlet 23.79 26.03 27.09 30.35 32.27 
SPIHT 20.98 22.33 23.17 25.06 26.15 
MCBIC 24.01 26.74 28.08 32.47 34.72 

Fig. 2-3 show the coded results of two images, i.e., the Houses image and the 
Lighthouse image. As shown in Fig. 2(c), the wavelet coder could not preserve the 
tiles on the roof of the building (compare Fig. 2(b) and Fig. 2(d)). In fact, our MCBIC 
coder outperformed SPIHT by 3.03 to 8.57 dB (see Table 2). 
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                                 (a)                                                                               (b) 

    
                                 (c)                                                               (d) 

Fig. 3. The lighthouse image coded at rate 0.20 bpp. (a) original image. (b) result of the 
contourlet coder (PSNR=29.40). (c) result of the SPIHT coder (PSNR=26.58). (d) result of the 
MCBIC (PSNR=30.84). 

Table 3. Lighthouse: PSNR (IN DECIBELS) FOR VARIOUS BIT RATES 

Rate(bpp) 0.125 0.20 0.25 0.40 0.50 
Contourlet 27.52 29.40 30.44 33.16 35.56 
SPIHT 24.98 26.58 27.43 29.29 30.25 
MCBIC 28.42 30.84 32.21 35.75 38.35 

The contourlet provided again the optimal library to encode the second layer. Our 
MCBIC coder outperformed SPIHT by 3.44 to 8.10 dB (see Table 3). As shown in 
Fig.3(c), the wavelet coder could not preserve the tiles on the roof of the two houses, 
and the lawn of the image (compare Fig. 3(b) and Fig. 3(d)). It could lose some 
textures on the surface of the tower building (compare Fig. 3(b) and Fig. 3(d)). 
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Although the contourlet coder could preserve textures, more edges and details 
information in the coded image, but some grid phenomena emerge in the sky of the 
Lighthouse image (see Fig. 3(b)). These phenomena indicate that the contourlet coder 
is not the optimum method to deal with piecewise smooth regions, and they also 
explain the reason why we combine the ideal of the multilayered image compression 
with the contourlet. 

4   Conclusions 

We proposed a multilayered contourlet based image compression algorithm which 
efficiently coded images that contain a mixture of smooth regions, textured features 
and edges. Because the contourlet is an efficient directional multiresolution image 
representation, it can capture directional structure information of most images. But it 
is not the optimum method to deal with piecewise smooth regions for coding image. 
So we present a combination of the multilayered image compression and the 
contourlet. In MCBIC, an image is parsed into a superposition of coherent layers: a 
piecewise smooth regions layer, a directional information layer. Our simulation 
results indicated that the MCBIC is visually superior to the contourlet coder, original 
SPIHT coder and original multilayered image compression approach in preserving 
details, textures and contours in the coded images. 
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Abstract. This paper presents a novel hierarchical subdivision scheme for 
generating triangular meshes to represent intensity images. The resulting 
representation is well suited to content-based management of images and 
videos, including storage and retrieval for multimedia applications. Mesh node 
locations are selected using multiresolution wavelet-based analysis, and this 
leads to a piecewise-linear approximation of image intensity values.  
Interpretation of wavelet coefficients at successively finer levels leads to fast, 
efficient triangular mesh construction in which the number of approximating 
elements depends on the image content and on user-specified maximum error. 
By combining Delaunay and data-dependent triangulation approaches, the result 
is an efficient multiresolution coding scheme that approximates the image to a 
desired level of detail, while retaining information related to image content 
under user-specified triangulation regularity. We demonstrate the utility of this 
approach for such multimedia applications such as selective compression, 
segmentation, and eye detection in images of human faces.  

Keywords: Image compression and coding, wavelet transform, triangulation, 
segmentation, region-of-interest, multiresolution analysis, multimedia. 

1   Introduction 

Content-based image compression and retrieval have received a great deal of 
emphasis during the past decade, particularly for use in multimedia information 
systems. This motivation for this work is largely based on the desire to move from 
image-level to object-level interpretation, where high-level semantic information can 
be utilized.  

This paper presents an image-coding scheme that is well suited for multimedia 
applications. The approach is based on triangular mesh representation, which is a 
compact and efficient means of image approximation.  The usual approach is to 
subdivide the two-dimensional (2D) image domain into non-overlapping triangular 
mesh elements.  Image intensity values are stored for vertex locations only, and 
interpolation is used to estimate image values over each triangular patch.  Triangular 
mesh representations have been used in a wide range of applications, including image 
compression [1], segmentation [2], range image approximation [3], fingerprint 
identification [4], and medical applications [5]. 
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Unlike most previous approaches, this paper considers the use of wavelet-based 
multiresolution methods to select the mesh structure for a given image.  The system 
directly evaluates wavelet coefficients to assess image content within each triangular 
element at a given scale, and then subdivides and refines triangles based on that 
evaluation. As the system moves to finer resolution levels, the subdivision and 
refinement steps are repeated so that the final mesh represents the image function with 
desired approximation accuracy.   

Several researchers have considered the problem of triangular mesh generation for 
image coding (e.g., [6], [7]). A common approach is first to select node locations in 
the image, and then to connect the nodes using Delaunay triangulation [8].  This is the 
method of Yang, et al. [9], for example, which uses an error diffusion algorithm to 
select mesh node locations.  Klein, et al. [10], similarly use Delaunay triangulation to 
update views of terrain data.   

Although Delaunay-based methods are fast, better approximation accuracy is 
typically possible if data-dependent criteria are employed to select node 
interconnections.  One of the major problems with pure data-dependent triangulation, 
however, is that very narrow triangles often result [11], and these are difficult to 
refine through further subdivision steps. 

This paper presents a new approach for rapid mesh construction for image 
approximation. Unlike most previous methods, we employ a “hybrid” technique that 
seeks an optimum combination of Delaunay and data-dependent mesh criteria.  The 
result is a system that benefits from high approximation accuracy that is possible with 
narrow mesh elements, but which also retains the ability for further subdivision and 
refinement at intermediate resolution levels.  The method is novel in its direct use of 
wavelet coefficients for mesh refinement.  This work has been inspired by our 
previous work that involved range data [3], which also motivated others (e.g., [12]). 

Section 2 of this paper presents an overview of the wavelet-based multiresolution 
approach to mesh generation. Section 3 describes our method in more detail. 
Experimental results are presented in section 4, which also illustrates the efficacy of 
the approach for segmentation, selective refinement, and eye detection.  Finally, 
concluding remarks are given in section 5. 

2   Wavelet-Based Mesh Generation 

2.1   Background: Wavelet Decomposition of an Image 

Let m=0 represent the resolution level of the original image.  Following our derivation 
in [3], let ( )x xφ φ=  be a scaling function and ( )x xψ ψ=  be a corresponding wavelet 
basis of L2( ), a set of finite energy functions. Then, the tensor product wavelets 
given by 1( , ) x yx yψ ψ φ= , 2 ( , ) x yx yψ φ ψ=  and 3( , ) x yx yψ ψ ψ=  and the wavelet family  

( ) 2
1 2 3

, , , , , , ,
{ ( , ), ( , ), ( , )}m i j m i j m i j i j

x y x y x yψ ψ ψ
∈Ω

 (1) 

constructs a two-dimensional orthonormal basis of detail space at resolution level m.  
Each 

, ,
k
m i jψ  is derived by scaling and shifting the corresponding function ψk:  
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, , ( , ) 2 (2 , 2 )k m k m m
m i j x y x i y jψ ψ− − −= − −      for 31 ≤≤ k  . (2) 

With scaling function , , ( , ) 2 (2 ) (2 )m m m
m i j x y x i y jφ φ φ− − −= − − , any two-dimensional 

image signal f(x,y)  L2( 2)  can be represented by  

3

, , , , , , , ,
( , ) 1 ( , ) 1

( , )
M

k k
M i j M i j m i j m i j

i j m i j k

f x y a dφ ψ
= =

= +  , (3) 

where , , , ,,M i j M i ja f φ=< >  and , , , ,,k k
m i j M i jd f ψ=< > . The symbol ,< ⋅ ⋅ >  denotes an inner 

product, and M is the number of decomposition levels. The equation shows that the 
original function consists of the coarsest approximation, αM,i,j, and detail information, 

, ,
k
m i jd , at resolution levels 1≤m≤M. Hence, to preserve significant details only, a 

function f can be approximated by 

( )
3

, , , , , , , ,
( , ) 1 ( , ) 1

ˆ ,
M

k k
M i j M i j m m i j m i j

i j m i j k

f x y a dφ χ ψ
= =

= + , (4) 

where 

, , , ,
, ,

| |
( )

0

k k
k m i j m i j m
m i j

d d
d

otherwise

τχ >
=  (5) 

and τm is a threshold for detail coefficients at level m.  

2.2   Multilevel Hierarchical Mesh Generation 

Because the detail coefficients reflect directional variation of data in a given portion 
of an image, a large magnitude in 1

, ,m i jd , 2
, ,m i jd , or 3

, ,m i jd  tends to be caused by data 
discontinuities in horizontal, vertical, or diagonal directions, respectively.  This can be 
used in mesh generation and refinement. Consider a two-dimensional data set taken at 
a grid of sample points V0 in 2. A hierarchical mesh is obtained by constructing an 
initial mesh ˆ

MΓ  at the coarsest level, M, with a set of sample points ˆ
MV , and by 

refining the initial mesh to finer meshes 1
ˆ

M −Γ , 2
ˆ

M −Γ , …, 0Γ̂ , with sets 1M̂V − , 2
ˆ
MV − , 

…, 0̂V , respectively. The original dataset is approximated over the entire domain by a 
piecewise planar function fm that interpolates all data values at points of m̂V , 0≤m≤M. 
Typically, the number of points in m̂V  increases as m decreases, and generally 0 0V̂ V≠ . 
This implies that 1

ˆ ˆ| | | |m m−Γ <Γ  for 1<m≤M, where |⋅| represents mesh size, and 0 0
ˆ| | | |Γ ≠Γ . 

Consequently, the error εm=||f−fm||∞, defined in L∞( 2) norm, which means maximum 
error, decreases as m does. 

In most applications, the main goal of mesh generation is to minimize 0
ˆ| |Γ  subject 

to the ε0 being kept below a given error criterion. However, the minimization of mesh 
size for a given accuracy is an NP-hard problem and heuristics are needed for 
practical implementation. 
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3   Implementation  

3.1   High-Level Algorithm 

The approach presented here derives from that in [3], which was developed for 
triangular mesh representation of range data. First, for a given image f, a wavelet 

decomposition is generated. Then from the wavelet detail coefficients, , ,
k
M i jd , (i,j)∈ 2 

at the coarsest level M, initial triangulation is performed by selecting from a set of 

predefined templates. This produces a mesh MΓ~  that needs to be refined afterward in 

an effort to obtain a more accurate and compact representation, that is, 1
~

−ΓM . Fig. 1a 
shows the basic templates for flat, vertical, horizontal and diagonal representations 
while Fig. 1b illustrates variant templates used for solving invalid interconnections 
between templates. The complete set of 47 predefined templates can be found in [13]. 
Vertical, horizontal or diagonal templates are assigned when 1

, ,| |M i jd , 2
, ,| |M i jd  or 

3
, , 1 3 , ,| | max (| |))k

M i j k M i jd d≤ ≤=  respectively. Otherwise, a flat template is assigned when 

1 3 , ,max (| |)k
k M i j Md τ≤ ≤ < . 

After initial triangulation, the algorithm proceeds to successively finer scales.  For 
each level m 0, the algorithm performs steps of i) mesh enhancement, ii) wavelet-
based region selection, iii) mesh refinement, iv) mesh reduction, and finally v) mesh 
regularization. These are described in the next sections. The system then performs 2 
additional passes to improve the mesh, repeating the steps shown above except that 
region selection is performed using error criteria rather than wavelet coefficients.  
Informally, we refer to these as resolution levels –1 and –2. Finally, mesh 
enhancement is performed one last time to produce the output image. 

3.2   Mesh Enhancement and Regularization 

An important operation for mesh enhancement is the well-known edge swap 
operation, which tries to improve mesh approximation by analyzing the image content 
within triangular patches under consideration. This is also known as a data-dependent 
scheme and is illustrated in Fig. 2. Although this approach provides a good 
approximation result, it can generate thin triangle patches (known as slivers) that are 
difficult to process in later subdivision steps. The data-dependent approach, used 
alone, is therefore not well suited for multiresolution analysis. An alternative is 
Delaunay triangulation, which tends to avoid thin slivers, but with less approximation 
accuracy. By the definition of Delaunay triangulation, the circle that circumscribes 
three vertices of any triangle contains no other vertices. This can be achieved by 
maximizing the minimum interior angle of each triangular patch.  

Our approach combines these two schemes. The decision to perform mesh 
enhancement and regularization is controlled by the criterion 

( , ) (1 )i j A Et tζ α α= ℜ + − ℜ , (6) 

where Aℜ and Eℜ  represent alteration ratios of minimum interior angles and 

approximation errors, respectively. These are defined as follows: 
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( ) ( )min , / min ,A i j i jA T T A t tℜ =  (7) 

and 

{ ( ) ( ) 1}/{ ( ) ( ) 1}E i j i jE t E t E T E Tℜ = + + + + , (8) 

where ti and tj represent the triangles under consideration before the edge is swapped, 
while Ti and Tj represent the new triangles after edge swapping has been performed. 
Equation (6) represents a trade-off between Delaunay-type (mesh regularization) and 
data-dependent (mesh enhancement) triangulation, with the mesh regularity factor 
0 α 1 representing the balance between the two extremes. Since swapping of edges 
requires good knowledge of neighbor triangles and vertices, we have implemented a 
hierarchical ring data structure, coupled with a half-edge encoding to support fast 
access to adjacent vertices and neighbor triangles to speed up this operation [13].  
 
 
 

 

 

                        (a) Basic templates.                        (b) Fundamental variant templates. 

Fig. 1. Templates used for constructing initial triangulation 

 

Fig. 2. Mesh enhancement and regularization. Edge AC is swapped (replaced) by DB, to give a 
better approximation or to regularize the mesh.  

3.3   Wavelet-Based Region Selection for Refinement 

During multiresolution analysis, triangles are evaluated for refinement (such as 
subdivision) using wavelet coefficient energy:   

1 2 2 2 3 2
, , , , , , , , 1| | | | | |m i j m i j m i j m i j we d d d δ= + + >  . (9) 

If jime ,, is above the user-specified threshold 1wδ , then the triangle under consideration 

is subdivided. For level –1 and level –2 refinement, the algorithm uses the absolute 
maximum error, which is expressed as 

ˆmax | |E f f= − , (10) 

where ( )yxf , and ( )ˆ ,f x y  are the original and the reconstructed images, respectively, 

and the comparison is performed over the entire triangle under consideration. If the 

A B 

C 
D 

A B 

C 
D 
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magnitude of E exceeds a given threshold value, the triangle will be tagged as 
candidate for future subdivision.  

3.4   Mesh Refinement 

To achieve good approximation during subdivision, we have used wavelet 
coefficients to determine the cutting direction. First, the cutting direction and 
centroids of a pair of adjacent triangles are calculated by analyzing wavelet 
coefficients within the two triangles. This is shown in Fig. 3. The cutting direction can 
be determined from wavelet coefficients as 

2 12
T Tm

m m
f f
y xg d d⊥ ∂ ∂

∂ ∂= − − = − . (11) 

Next, the cutting vector is projected from each centroid onto the shared edge and the 
cutting point, vi, is calculated by averaging the two intersection points. Details of this 
operation can be found in [3], [13].  

 
                 (a)                              (b)                                (c)                                 (d)  

Fig. 3. Directional split. (a) Gradient direction. (b) Centroids. (c) Projection of gradient 
direction. (d) Midpoint of two intersection points. 

3.5   Mesh Reduction 

Generally, there are two mesh reduction operations: vertex removal and edge 
removal. These operations are used to remove redundant triangles at low loss of 
image quality. For vertex removal, we view the image function as a surface over the 
image domain, and consider the directions of the normal vectors of each triangle, ni, 
that approximate a surface region. The covariance of these normal vectors, R(v), can 
be defined by 

1

1
( )

k
T

i i
i

R v n n
k =

= , (12) 

where k is the number of triangles that share the same vertex of interest, v. If the 
following condition is satisfied,  

2 1 λλ λ δ< <  (13) 

indicating that these triangles are relatively flat, then the vertex under consideration 
can be removed without significantly deteriorating the image quality. This operation 
is shown in Fig. 4a. The values λ1 and λ2 are the eigenvalues of R(v) and δλ is a user-
specified threshold used to control the flatness tolerance of this operation. Because  
 

1
tc  2

tc  

1
tc  2

tc  

g1 g2 
1g ⊥

 2g ⊥
 

vi 
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this method is relatively time-consuming, the magnitudes of the wavelet coefficients 
are considered first to reduce operation time where δw2 is a constant: 

1 2 2 2 3 2
, , , , , , 2| | | | | |m i j m i j m i j wd d d δ+ + < . (14) 

The second type of mesh reduction operation is edge removal. This operation is 
performed when triangles satisfy the condition 

1 2 1 2 1 2

2 2 2( ) ( ) ( )v v v v v v dx x y y k I I δ− + − + − < , (15) 

where 
1 1

( , )v vx y  and
2 2

( , )v vx y  represent the geometric locations of the two vertices that 

share the edge of interest, while 
1 2

( )v vI I−  is their intensity difference. Equation (15) 

can be interpreted as a sphere, indicating that if a neighbor vertex is located within a 
radius δd, of a vertex of interest, the edge between the two vertices can be removed. 
Note that constant k is used to normalize intensity values with geometric quantities. In 
this research, we have set k to 1. An example of this operation is shown in Fig. 4b.  

 
       (a) Vertex removal from flat surfaces.                    (b) Short edge removal. 

Fig. 4. Mesh reduction operations 

4   Result and Performance Analysis 

4.1   Mesh Regularity 

First, to determine an appropriate value for the mesh regularity factor α in (6), we 
empirically evaluated the resulting mesh constructions for several values chosen over 
the whole range 0 α 1. Four examples are shown in Fig. 5 for the commonly used 
“pepper” image. All images used in our experiments are 512 × 512 pixels in size. 
Observe that the data-dependent triangulation in (a) contains many unorganized 
slivers. These triangles usually have negligible interior area, which makes further 
refinement impossible. Figs. 5b and 5c show the results of the hybrid schemes with 
α=0.2 and α=0.6. It can be observed that the average minimal interior angle gets 
larger as α is increased. At α=1.0, Delaunay triangulation, which fully preserves 
triangle regularity, is shown in Fig. 5d. 

According to the diamond plots in Fig. 6, for the fully data-dependent case 
(α=0.0), approximately 21% fewer triangles are needed to represent the image as 
compared to the Delaunay case (α = 1.0), although the PSNR (the accuracy 
measurement known as peak-signal-to-noise ratio) accuracy values are approximately 
the same (29.9 and 30.0 dB, respectively). A somewhat surprising result occurs with 
the choice of α=0.2. In this case, better approximation accuracy (PSNR is 30.6 dB) is 
achieved with nearly 29% fewer triangles than for the Delaunay case.  

Additional results for the well-known “Lena” image are also graphed in Fig. 6. The 
graphs reveal a general trend toward better approximation accuracy with fewer mesh 
elements as α  approaches 0 (data-dependent scheme), as we might expect. 
 

v1 
v2 vx 
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(a)                 (b) 

    
(c)              (d) 

Fig. 5. Reconstructed image comparison for the “pepper” image. Proceeding from top to 
bottom, mesh regularity factor values are (a) α = 0.0 (fully data-dependent), (b) α = 0.2 
(hybrid), (c) α = 0.6 (hybrid), and (d) α = 1.0 (Delaunay triangulation).   

  

Fig. 6. (a) The number of triangles needed to approximate the “Lena” and “pepper” images at 
different values of α, the mesh regularity factor. (b) Corresponding PSNR for the images. 
Empirically, the optimum value for α  is around 0.2.  

However, there is an optimum value near α  0.2 which yields the best results in 
terms of PSNR accuracy, and it does so with fewer mesh elements than either α = 0.0 
or α = 1.0.  We have observed this in our tests with other images as well.  This 
behavior may be explained in part by the fact that very narrow triangles, which result 
for α  0, are not well suited for subdivision during successive refinement steps. The 
value α in the range 0.1 to 0.3 therefore represents a good trade-off between 
approximation accuracy and suitability for multiresolution analysis and refinement. 

4.2   Level-of-Detail and Mesh Reduction 

Next, we demonstrate that the quality of the reconstructed image can be easily 
controlled by the specification of such parameters as the wavelet energy threshold, δw1 
(9), vertex removal threshold, δλ (13), and edge removal threshold, δd (15). Fig. 7 
 



 Iterative Image Coding Using Hybrid Wavelet-Based Triangulation 317 

 

    

Fig. 7. Example of level-of-detail control on the “Elaine” image. Beginning from left to right, 
δw1 is set to 80, 60, 40, and 20, respectively.   

 

Fig. 8. Level-of-detail analysis. The graphs compare PSNR and the number of triangles used, 
respectively, for reconstruction at different values of δw1. 

Table 1. Vertex removal performance as a function of vertex removal threshold δλ 

 Lena Elaine 
δλ PSNR |Γm| |Vm| PSNR |Γm| |Vm| 

0.000 30.66 14862 7454 31.26 19053 9552 
0.050 30.26 12881 6461 31.02 16876 8462 
0.100 29.62 11183 5610 30.74 14971 7510 
0.125 29.07 10393 5215 30.71 13996 7019 
0.150 28.70 9477 4754 30.41 12996 6519 

shows the reconstructed images for different choices of δw1 on the “Elaine” image. For 
lower values of this threshold, more mesh elements are chosen as candidate triangles 
for refinement, thus resulting in better image quality. Fig. 8 shows the comparison of 
the PSNR of the reconstructed images and the number of triangles used for 
reconstruction for the “Elaine” and “mandrill” images. In another mesh reduction 
experiment on “Elaine” and “Lena” images, the effect of the vertex removal 
threshold, δλ , is shown in Table 1. If this parameter was set too low, then very few 
vertices were removed due to the restricted normal vector deviation, resulting in a 
higher number of triangles, |Γm|, and vertices, |Vm|. From the table, we see that the 
number of vertices and PSNR of both images decrease approximately linearly with δλ. 
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4.3   Multiresolution and Mesh Generation 

Our method also supports progressive refinement of an image during reconstruction. 
This can be crucial when images are transferred at low data rates.  To illustrate this, 
reconstructed images at different resolution levels are shown in Fig. 9. Because most 
mesh vertices should lie near intensity edges of an image, wavelet coefficients are 
efficient for progressive reconstruction. Table 2 shows the numerical results for the 
operations. The column labels L , |Γm|, and |Vm| represent the level number, the 
number of triangles, and the number of vertices, respectively. The fourth column %V 
represents the percentage of vertices used by the triangulation relative to the number 
of total pixels in the original image.  The bit rate, bpp, is an estimate of the number of 
bits per pixel and is calculated using (2|Γm|+12|Vm|)/HW as described in [14], [15]. 
The first row of the table (L=6) represents the result of initial triangulation.  The next 
6 rows (L=5 to L=0) show the result after each successive refinement step, using the 
hybrid criteria (α = 0.2). The last 2 rows (levels -1 and -2) represent further 
refinement using the absolute maximum error alone. The reason for using maximum 
error for these levels is because wavelet coefficients are not sensitive enough to select 
further candidates for refinement. 

     

    

Fig. 9. Reconstructed versions of the “Lena” image at several scales. From left to right, the 
resolution levels are 6, 4, 2, 0, and -2, respectively. 

Table 2. Numerical results for the “Lena” image, for levels 6 to –2 

L |Γm| |Vm| %V PSNR bpp 
6 294 170 0.065 16.54 0.010 
5 294 170 0.065 19.47 0.010 
4 726 386 0.147 22.14 0.023 
3 1624 835 0.319 24.56 0.050 
2 3196 1621 0.618 26.64 0.099 
1 5400 2723 1.039 28.25 0.166 
0 8412 4229 1.613 29.43 0.258 
-1 10800 5423 2.069 30.06 0.331 
-2 11106 5576 2.127 30.17 0.340 
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4.4   Applications 

Mesh coding schemes, unlike block coding, facilitate several applications that are of 
interest for higher-level image analysis. This section illustrates three such 
applications:  selective refinement, image segmentation, and object recognition. 

Selective refinement, sometimes called region-of-interest (ROI) refinement, refers 
to the use of different resolution levels for different portions of an image during 
reconstruction. A common approach is to provide a mask (either manually or 
automatically) that indicates a ROI to be reconstructed at a finer scale than the rest of 
the image. Fig. 10 illustrates selective refinement using two different masks for the 
same image. During mesh generation, the system only performs refinement at finer 
scales for triangles overlapped by the mask.   

        

Fig. 10. Illustration of selective refinement. At the left, two different masks have been provided 
for the “pepper” image. (Both were created manually.) Two respective triangular meshes are 
shown in the middle. Reconstructed images appear at the right. 

Segmentation procedures can also be benefit from this iterative mesh coding. 
Examples of mesh-based image segmentation are shown in Fig. 11a. The image 
shown on the right is the result from Delaunay triangulation, and we see that the 
regions contain unsatisfactory jagged borders. In contrast, our hybrid approach 
(α=0.2) results in regions with borders that are much smoother, and therefore much 
more useful for higher-level analysis.   

Finally, our triangular mesh coding approach offers advantages for simple 
object recognition tasks. To demonstrate the feasibility of content retrieval, we 
illustrate this with the example application of fast detection of human eyes.  
 

     
 (a)     (b) 

Fig. 11. (a) Segmentation of the “pepper” image. Segmentation result from hybrid triangulation 
with α = 0.2 (left) and Delaunay triangulation (right). (b) Results of a simple eye detection 
algorithm, which benefits from triangular mesh coding. Detected eye locations from “Lena” 
and “Elaine” images are shown in red rectangles. 
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Because the appearance of the eyes typically contains high-contrast light and dark 
regions, a mesh created using wavelet information will encode the presence of 
these high-frequency image components. Fig. 11b shows the results of our 
(relatively simple) eye-detection algorithm. After mesh construction, triangle 
sizes and adjacent-triangle contrast were analyzed to determine potential 
candidates for eye locations. In our 512 × 512 images, 50 to 300 triangles were 
quickly identified as potential candidates. This represents a significant in data 
reduction for processing. K-means clustering algorithm was then used to group 
the triangles. Finally, the algorithm made the assumption that two eyes in an 
image should be almost identical. Therefore, we verify the detection of eyes by 
using normalized cross-correlation.  

5   Conclusion 

This paper has presented a novel wavelet-based method for image coding using a 
hybrid of Delaunay and data-dependent triangular mesh criteria.  Wavelet coefficients 
are used directly in selecting mesh node locations, in selecting node interconnections, 
and for mesh refinement.  The advantage of using the hybrid approach is to balance 
the advantages of data-dependent triangulation (better approximation) with Delaunay-
type triangulation (more suited to multiresolution subdivision). This method is 
suitable for multiresolution image coding, content-based image retrieval from 
databases and next-generation data compression, where high-level (object-level) 
semantic information is crucial. We have demonstrated this with such multimedia 
applications as selective compression, segmentation, and eye detection. 
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Abstract. This paper presents a novel hybrid video coding framework by 
perceptual representation and macroblock-based matching pursuit algorithm 
(PRMBMP), which uses a set of filters to extract the perceptual parts of each 
video frame. The original video frame is separated into low-frequency image 
and high-frequency image. The low-frequency image has low sensitivity to 
human perception and few complex texture details, which can be handled 
efficiently by traditional H.264 video coding. The high-frequency image is the 
perceptual representation, which includes more texture details and edges. The 
proposed macroblock-based matching pursuit algorithm is used to compress the 
high-frequency image, which speeds up the conventional matching pursuit 
algorithm efficiently by estimating the local optimization. The experiments 
show that the proposed framework can achieve 2 to 3 dB improvements 
compared with the conventional H.264 video coding framework. The proposed 
framework also has the definition scalability, which can be widely used in 
bandwidth-variation video applications. 

Keywords: Hybrid Video Coding, Visual Perceptual, Video Representation, 
Filter-based Decompose, Matching Pursuit. 

1   Introduction 

Video coding is a popular research area over the last few decades. The traditional 
hybrid video coding framework has been developed such as the completed 
international video coding standard MPEG1/2, H.263 [1] and H.264 [2]. The motion 
estimation and compensation are used to search the predictive blocks and calculate 
the residue blocks for the prediction coding. The DCT is accepted as the transform 
coding algorithm for each encoding residue block signals. The main problem is that 
the motion estimation only catches the signals similarity in the spatial domain, 
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without considering of the texture changing and deforming. When the video content 
has the complex texture details, even small texture deforming or light changing can 
make the poor efficiency in predicting and matching of motion estimation method, 
which will result in large block residues. 

To decrease the effect of the complex texture details dynamics, the object-based 
video coding framework is proposed and accepted in MPEG-4 video coding standard 
[3]. The complex video objects extraction and coding without 2D or 3D models are 
proposed in [4]. But it is only applied in static camera situations. So how to segment 
and track the complex video objects precisely in dynamic scenes and complex camera 
changing is still an open issue. 

On the other hand, the DCT lacks of considering about the signals features or 
patterns, which will result in poor transform efficiency while coding the residue 
blocks with plenty high frequency details. Furthermore, the DCT tends to introduce 
coding artifacts especially block edges at low bit rates. Wavelet transform has also 
been used such as [5], which may show ringing artifacts around high contrast edges. 
To overcome these problems, the matching pursuit decomposing on an over-complete 
non-orthogonal basis set has been developed in recent years [6][7][8]. Instead of 
DCT, the matching pursuit is used to decompose the residue signals into the non-
orthogonal feature spaces, which can fit the high frequency features and details very 
well with less numbers of used basis (so called atom) than DCT. It shows very high 
residue coding efficiency for sparse residue signals. But in complex texture details 
dynamics situations, the residue signals after motion estimation and compensation are 
not sparse, so the numbers of atoms used to represent the residue signals will increase 
evidently, which results in the poor coding efficiency. Another problem of the 
matching pursuit methods is the high computation cost for the computing time and 
storage space. Some fast matching pursuit algorithms have been proposed by using 
FFT and picking up more than one atom per iteration [9] or vector norm comparison 
[10] with the cost of very high memory occupying. 

To solve these problems, a novel hybrid video coding framework by perceptual 
representation and macroblock-based matching pursuit algorithm (PRMBMP) is 
proposed in this paper. The proposed framework uses a set of filters to decompose the 
original video frame into low-frequency image and high-frequency image. The low-
frequency image has low sensitivity to human perception and few complex texture 
details, which can be handled efficiently by traditional H.264 video coding. The high-
frequency image is the perceptual representation of the original video frame, which 
includes more texture details and edges. It is very suitable for the matching pursuit 
algorithm. To speed up the conventional matching pursuit algorithm, the macroblock-
based matching pursuit algorithm is proposed, which estimates the local optimization 
inside each size-predefined macroblock. The proposed framework can not only 
increase the coding performance, but also have the definition scalability, which can be 
widely used in bandwidth-variation video applications. 

The rest of this paper is organized as follows: Section 2 describes the proposed 
video coding framework with the filter-based image decomposing. The proposed 
macroblock-based matching pursuit algorithm for high-frequency image coding is 
illustrated in Section 3. Section 4 shows the experimental results. The conclusions and 
discussions are given in Section 5. 
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2   The Proposed Video Coding Framework 

In this section, we propose a novel hybrid video coding framework by perceptual 
representation and macroblock-based matching pursuit algorithm. First we set 

1I … nI  denote n successive video frames in the original source video sequence 

where n is the total frame number in the video sequence. The linear decomposition for 

the thK frame to a set of different frequency images can be shown below simply. 
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where f denotes frequency band which can be set from 0 to M. Notice that f =0 means 

the low-frequency band, and f =1…M denotes 1 to F high-frequency bands. f
kI  den-

otes the component image with frequency band f for the original frame k. f
kα means 

the corresponding weight. kkeβ  denotes the decomposed noise. So for each video 

frame, the original image can be decomposed into F component images linearly. In 
practices, the decomposed noise can be added into the highest frequency band image 
to avoid the noise modeling and coding with extra coding bits. The equation (1) can 
be simplified as F frequency bands linear decomposition with equal weight and F=2. 
This simplification is practical in video coding applications without much 
performance decrease. And also our proposed framework can be easily extended into 
multiple-layered video coding with different scalable weight to meet the requirements 
of scalable video coding. So (1) is simplified as, 

10
kkk III +=                                                           (2) 

Equation (2) illustrates that the original video frame can be decomposed into two 
band images: low-frequency image and high-frequency image. The low-frequency 
image and high-frequency image can be compressed by different video coding 
strategies. 

2.1   The Encoding Framework 

The PRMBMP encoder framework is shown in Fig. 1. Each frame I  in original 

video is first decomposed into low-frequency image 0I  and high-frequency image 
1I by the proposed filter-based decomposition method, which will be illustrated 

below. The low-frequency image sequence is encoded by conventional H.264 video 
encoder. The high-frequency image consists of high frequency signals including 
texture details and edges. The hierarchical macroblock-based matching pursuit 
algorithm is proposed to encode the high frequency image sequence on an over-
complete static dictionary. In the implementations, two hierarchical macroblock 
layers are used: 16x16 and 8x8. The macroblock-based matching pursuit finding 
process is first applied on 16x16 macroblocks of the high-frequency image and then 
applied on 8x8 macroblocks of the residue image derived from the above 16x16 
macroblock layer matching pursuit. The detail will be shown in Section 3.  
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Fig. 1. Encoding Framework                                Fig. 2. Decoding Process 

2.2   The Decoding Process 

The decoding process of the proposed PRMBMP framework is shown in Fig. 2, the 
encoded bitstream is dispatched into low-frequency and high-frequency bitstream to 
send to different decoders. The low-frequency decoder is derived from the standard 
H.264 reference decoder. The high-frequency bitstreams is decoded using the 
matching pursuit atoms decoder, which decodes each atom in different hierarchical 
macroblock layers. Then atoms building steps of 16x16 and 8x8 macroblock layers 
are applied to achieve the final high-frequency reconstruct image. Finally, the high-
frequency reconstruct image and low-frequency reconstruct image are linearly 
combined with the corresponding weights to output the decoded video frame.  

2.3   Filter-Based Decomposition 

In order to decompose original image into different frequency bands, a set of low-pass 
filters are designed with different filter size and strength. The Gauss filters are 
accepted to make the basis of the low-pass filters. One dimension Gauss function can 
be written as: 

22 /)2/(

2

1
)( σ

πσ
xwxexg −−= ,                                         (3) 

where wx is the filter window size in x dimension, so the center of the Gauss will be 

the center of the filter window. The σ is the strength factor. Then the 2D Gauss filter 

F(x,y) with the filter size hw yx ×  is shown as: 

222 /))2/()2/((

2
1

)()(),( σ

πσ
ywyxwxeygxgyxF −+−−=⋅=                       (4) 

So a set of filters with different sizes and strengths is designed to be applied on the 
original image signals to decompose the original image into multiple frequency bands 
images. It is an iterate process, which can be illustrated using the following equations. 
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In Equation (5), 0F … MF denote M low-pass filters from level 0 to  
level M derived from equation (4) by different filter sizes and strengths.  

Practically, we can define kF  to be the 2D Gauss filter with the size of 
)1)(2()1)(2( +−×+− kMkM , the strength factor is set to 1)(2 +− kM . In 

the proposed framework, the filter-based decomposition can result in two frequency 
images: low frequency image and high frequency image. So after each step k of 
filtering, the low frequency image and the high frequency image can be calculated as: 
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Fig. 3 shows an example of filter-based decomposition. 

       

       
                                  (a)                  (b)                 (c)                  (d) 

Fig. 3. Filter-based decomposing. This figure shows the low-frequency image and the high-
frequency image derived from each step of filter-based decomposition. (a), (b), (c) and (d) 
show the results at the step that k=0, 3, 6 and 9 where M = 11. The upper images are the 
resulted low-frequency images and the lower images are the high-frequency images. 

3   Macroblock-Based Matching Pursuit Algorithm 

The matching pursuit theory is used for signal decomposition, as shown by [11] and 
applied to video coding in recent years. The matching pursuit algorithm decomposes a 
signal using an over-complete dictionary of functions. It can be used to represent 
residue signals with high frequency and sparse distribution efficiently. The 
conventional matching pursuit algorithm has high cost in computation and memory, 
which makes the matching pursuit algorithm hardly to be used in the practical video 
coding applications especially for large picture size videos. The macroblock-based 
matching pursuit algorithm can make the tradeoff between coding complexity and 
coding performance. Using the proposed method, we can speed up the matching 
pursuit process by estimating the local optimization instead of global optimization and 
make the algorithm suitable for the high frequency image decomposing and coding. 
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The over-complete dictionary used to decompose the original residue image signals 
must be designed according to the signal features and patterns in the residue image. 
Here, the high-frequency image derived from filter-based image decomposition 
consists of rich texture details and edges. The characters of texture and edges are 
arbitrary orientated and Gauss distributed. So the directional Gauss functions with 
different orientations and different scales are adopted, which are introduced in [12].  

The main idea of the macroblock-based matching pursuit algorithm is to estimate 
the local optimization inside each overlapped redefined macroblock to find a plane of 
best atoms at one matching pursuit iterating process instead of global optimization for 
the whole image in conventional matching pursuit. Firstly, in the macroblock-based 
matching pursuit algorithm, the macroblock size is predefined hierarchically. Set the 
macroblock size to be NN ×  and M macroblocks in the whole high-frequency 
image, the overlapped search area for each macroblock in the high-frequency image 
can be extended to NN 22 ×  for the reason of protecting the correct atom 
estimating at the macroblock edges. So the global optimization estimation can be 
modified to meet the local optimization requirements as the following. For each 
predefined macroblock m, 

( )γ
γ

gfpg mmr ,maxarg: = , mm MBf ∈ ,                       (7) 

where mf denotes the signals inside macroblock mMB  . For each matching pursuit 

iteration, one best atom will be derived inside each overlapped macroblock, and an 
atom plane with M atoms can be achieved for the whole high-frequency residue 
image. So after iteration k, the residue image can be calculated as: 
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The reconstruction of the original image can also be achieved after N iteration: 
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The detail algorithm can be described as: 

1) For k iteration process 
2) For each macroblock m in the whole residue image 
3) For each atom with the index γ in the dictionary D 
4) Calculate the inner products inside macroblock m in the searching window 

NxN. 
5) Loop until the end of 3) 

6) The best atom mgγ  is selected for each macroblock m with the maximum inner 

product by the equation (7). 
7) Loop until the end of 2) 
8) Save the best atoms for all the macroblocks in the whole residue image and 

update the residue image using the equation (8) 
9) Loop until the matching pursuit completed. 
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According to [9], the complexity of the conventional matching pursuit algorithm 
for decomposing a HW × size image can be calculated as: 

nndNkC 2log⋅⋅⋅= , HWn ×= ,                                (10) 

where N is the number of iterating times, d is the dictionary size and k depends on the 
strategy of the atom searching (k<<1). So we can see that for the proposed 
macroblock-based matching pursuit, if the image is divided into M macroblocks, the 
matching pursuit complexity will be: 

M

n

M

n
dNkMCMB 2log⋅⋅⋅⋅= , so 

MndNkCCMB 2log⋅⋅⋅−=                                      (11) 

So the computation complexity can be reduced according to the number and the 
size of macroblocks predefined in the high-frequency image. In the same time, there 
are no needs to cost extra memory for the temporal saving. So the proposed 
macroblock-based matching pursuit algorithm can reduce the computation complexity 
with low memory cost. 

The predefined macroblock size can be reduced hierarchically to perform multi-
pass macroblock-based matching pursuit to refine the signal decomposition accuracy. 
In the practical framework as shown in Section 2, two macroblock size matching 
pursuit passes are developed. The original high-frequency image is first decomposed 
by 16x16 macroblock matching pursuit process to represent large residue signals, and 
then the result residue image is decomposed by 8x8 macroblock matching pursuit 
process to catch the smaller residue signals. 

After the hierarchical macroblock-based matching pursuit, the found atoms must 
be encoded to output into the bitstream. Considering the characters of the proposed 
algorithm, that the atom finding process estimates the local maximization inside each 
macroblock, the atoms may be redundant or repeated among the macroblocks. An 
atom clustering method is used to group the same atoms by its dictionary index. The 
translation parameter b can also be represented by the shorten offset from the center 
of the macroblock that the atom belongs to. Finally, the conventional position 
prediction coding is applied before the entropy coding. The conventional position 
prediction coding and entropy coding can be found in [6] for the details. 

4   Experimental Results 

The experiments are performed on the basis of the conventional H.264 video coding 
framework. In the experiments, the proposed PRMBMP video coding framework uses 
the conventional H.264 video coding scheme to encode the low frequency image 
sequence derived from filter-based decomposition. And we will compare the 
PRMBMP video coding framework with the conventional H.264 video coding 
framework for the coding performance. The testing video sequences are QCIF format 
sequences including the complex texture and complex motion sequences and the 
simple texture and low motion sequences. The coding frame rate is 10Hz, and QP is 
set from 15 to 40 to show the simulation results from high bitrate situations to low 
bitrate situations. The average PSNR and bitrate are evaluated. 
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4.1   Coding Performance Comparison 

The coding performance comparison will be illustrated by the Rate-Distortion (RD) 
curves. The RD curves of Foreman and Coast Guard are shown in Fig. 4.  

  

Fig. 4. RD curves of Foreman and GoastGuard QCIF sequences 

From the RD curves, we can see that the proposed PRMBMP video coding 
framework performs better coding efficiency than the conventional H.264 video 
coding standard. It also can be seen that for the situations with the complex texture 
details and complex motions, the proposed PRMBMP video coding framework can 
achieve very high coding efficiency with 2-3 dB increasing of the average PSNR. 
And for the situations with simple texture and low motions, the PRMBMP framework 
can achieve 1-2 dB PSNR increasing in the high bitrate conditions compared with the 
conventional H.264 video coding. For the situation with simple texture and motion, 
the H.264 video coding can achieve nearly the same coding performance with the 
PRMBMP video coding with lower bits used, especially in the very low bit rate 
conditions, in which situation, the atoms coding still remain much bits to represent the 
high-frequency image signals. Also the proposed PRMBMP framework can increase  
 

Table 1. The Selective Comparison Results 

H.264 PRMBMP 
    Seq. QP PSNR 

(dB) 
Bitrate 
(Kbps) 

PSNR 
(dB) 

Bitrate 
(Kbps) 

25 37.64 143.68 39.99 125.27 
    Foreman 

35 30.43 38.25 33.61 53.68 
25 36.44 200.9 38.85 163.58 

    Coast Guard 
35 29.03 37.78 32.86 48.4 
25 38.45 84.89 40.47 83.52 

    Silent Voice 
35 31.21 22.15 34.21 41.1 
25 39.02 82.21 39.39 71.4 

     News 
35 31.43 23.85 33.7 33.2 
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the coding performance more evidently in the middle and the high bit rate conditions 
than in the low bit rate conditions compared with the conventional H.264 video 
coding. The selective comparison results are shown in Table 1. 

4.2   Definition Scalability 

The definition scalability is a natural scalable feature for the proposed PRMBMP 
framework, because of the filter-based decomposition and the matching pursuit 
processing. The low frequency image reconstructed from the decoder can be treated 
as the base layer video stream with least visual definition to meet the least bandwidth 
requirement. With the transmission bandwidth increasing, more high frequency atoms 
are received at the decoder. The more atoms are decoded and reconstructed, the more 
definition is achieved gradually. This character of the proposed video coding 
framework can be called definition scalability. Fig. 5 shows one example of the 
decoding results with different received high frequency atoms numbers. The upper 
images of each figure show the reconstruct images, which are decoded from the all-
received low-frequency bitstream and partial-received high-frequency bitstream. The 
lower images of each figure denote the atoms reconstruct results from the partial-
received high-frequency bitstream. From these figures, we can see that the video 
frame becomes clearer and higher definition when the decoder receives more 
bitstream having more atoms. Because the matching pursuit decomposition process 
guarantees that the most significant effective atoms are found and coded first, which 
make the scalability more practical. And the video quality becomes acceptable even 
with partial bitstream receiving. 

       

       
                                  (a)                  (b)                 (c)                  (d) 

Fig. 5. Definition Scalable Samples for Foreman QCIF, (a) atoms = 0, (b) atoms = 100, (c) 
atoms = 500, (d) atoms = 1000, the upper images are reconstruct images and the lower images 
are atoms reconstruct results 

5   Conclusions 

This paper proposes a novel hybrid video coding framework by perceptual 
representation and macroblock-based matching pursuit algorithm (PRMBMP). The 
proposed PRMBMP video coding framework uses a set of filters to extract and 
represent the perceptual parts of each video frame with high visual sensitivity. The 
original video frame is separated into low-frequency image and high-frequency 
image. The low-frequency image has low sensitivity to human perception and few 
complex texture details. The traditional DCT-based video coding algorithm is applied 
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on low-frequency image, which can achieve very high coding efficiency. The high-
frequency image is the perceptual representation of the original video frame, which 
includes more texture details and edges. The proposed macroblock-based matching 
pursuit algorithm is used to compress the high-frequency image, which speeds up the 
conventional matching pursuit algorithm efficiently by predicting and estimating the 
local optimization inside each size-predefined macroblock. Hierarchical matching 
process is developed to refine the signal decomposing gradually. The experiments 
show that the PRMBMP framework can achieve improvements of average 2 to 3 dB 
for the situations with complex texture details and dynamics, and average 1 to 2 dB 
for the simple texture situations compared with the conventional H.264 video coding 
framework. The proposed video coding framework can not only increase the coding 
performance evidently but also have the definition scalability, which can be widely 
used in different bandwidth requirements video coding applications. 

Future works will focus on the dictionary design with dynamics adaptive 
dictionary and more efficient atoms coding for the hierarchical macroblock-based 
atoms structures. The multi-layers video coding and frequency band scalable video 
coding using the proposed PRMBMP framework can also be achieved better results 
than the traditional methods, which are new challenging works. 
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Abstract. Making a photo book as a special gift to your beloved can
be very time-consuming. One has to carefully select and arrange the pic-
tures nicely over the pages of a previously bought photo book. In these
days, photo finisher companies are able to directly print and bind a nice
photo book from a selected set of images. But for the users of the soft-
ware that comes with the album creation, the selection and arrangement
of pictures in the album still remains a tedious task. What is missing are
easy and good suggestions which pictures to select and how to arrange
them into a personal photo book. A higher availability of metadata with
the pictures could enable a content-driven and context-driven selection
and make album creation better and easier. With MetaXa, we propose
a flexible, component-based software architecture that iteratively allows
for the multimodal extraction and enhancement of metadata for personal
media content. The enhancement process is realized by extraction and
enhancement components that each contribute to a well-defined annota-
tion task. Depending on the application domain different components can
be configured into a specific instance. With MetaXa, it is hence easy to
reuse certain annotation algorithms in different scenarios and to alter a
setup by adding or replacing certain enhancement components. MetaXa
has been applied to the domain of photo book creation by our project
partner CeWe Color and evaluated on a large set of consumer photos.

1 Introduction

Management and organization of one’s personal photo collection is a laborious
and therefore often never regarded task. Thousands of printed photos rest in the
darkness and isolation of shoe boxes. In recent years, digital cameras became
wide spread. However, they have not changed or solved the organization problem:
Now it is pictures dsc2345.jpg to dsc2399.jpg residing in our digital shoebox, e. g.,
a folder called birthdayParty05. Currently, we are facing a market in which about
20 bn digital photos are taken per year for example in Europe [6]. At the same
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time, we can observe that many digital photos are never viewed nor used again.
It is estimated that from all digital images only about 20% are actually printed
[6]. This is not because we forget about these digital souvenirs. In a study [6] that
our project partner CeWe Color, the world’s leading photo finisher and digital
photo service provider, has been carrying out by a market research institute
is that most users of digital cameras would like to have their photos printed.
Why are not more photos (re)used and printed even though it seems to be the
customer’s wish? The answer we give here is that the way in which we find and
select photos from a large set of photos to print them needs far too much time
and effort. The central insufficiency we face here today is the fact that digital
photos today are just a poor reflection of the actual event captured. Digital
cameras leave us with a pixel-based copy and some context information of what
we experienced. Anything else is gone with the camera releaser, at least it is
decoupled from the digital copy of the moment. Even though there is research
in content-based image analysis for quite some years [25] as well as nice photo
management tools [7,1,2], neither an automatic labeling nor a manual annotation
of photos has become a success model.

What is needed is a better and more effective automatic annotation of digital
photos that better reflects one’s personal memory of the events captured. This
approach would allow different applications to create value-added services on
top of them such as the creation of a personal photo book. For this we propose
a context-enhanced, multimodal method to achieve better image-understanding
by the development of a novel, component-based software architecture.

Following the related work in Section 2, we present our content-based and
context-driven metadata enhancement architecture (MetaXa), for iterative meta-
data extraction and enhancement of digital photos in Section 3. Based on our
previous work on exploiting context for personal media collections [24,3], we
elaborate the design of the architecture and its components and present our mul-
timodal metadata enhancement in Section 4. Section 5 describes the exploitation
of the derived metadata in a concrete, professional photo book software to sug-
gest a good (pre-)selection and composition of photos into an individual photo
book, before we conclude the paper and present an outlook to future work.

2 Related Work

In recent years, personal digital photo collections have received a great share of
attention in the multimedia and database research community. In 2003, Rodden
and Wood investigated if “advanced multimedia processing (speech recognition
and content-based image retrieval) [are] useful in the context of personal photo
collections?” [23]. The authors come to the conclusion that time and events are
the preferred means of browsing through photo collections rather than advanced
multimedia features. They also found out that manual annotation can not be
expected form the everyday user. Interestingly, the participants still wanted to
have prints. This observation very much complies with the study [6] that our
project partner commissioned in 2003.
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In the large and established research field of content-based image retrieval,
we find approaches that address the domain of personal photo collections. In
these approaches, content-based analysis, partly in combination with user rel-
evance feedback, are used to annotate and organize personal photo collections.
Prominent early systems are, e. g., MiAlbum [29], AutoAlbum [21], or SmartAl-
bum [27]. In the context of the DIVA project [19] a learning-based approach
for content-based annotation of photos is introduced. In [30] content-analysis
was used to automatically annotate photos based on face-recognition of family
members. As the retrieved photos need to meet the users’ expectation, a re-
cent publication [14] proposes a hypothesis about human perception of image
relevance. In the approaches referred to so far, the context of the photos is not
included and exploited for the photo management and organization tasks. How-
ever, it became clear in content-based image retrieval that ”One way to resolve
the semantic gap comes from sources outside the image ...” [25].

With the availability of time and location from digital cameras, we find re-
lated work that aims to use this contextual information, sometimes in combi-
nation with content-based features, for organizing and accessing digital photo
collections. In PhotoTOC [22], time and color histograms are used for the organi-
zation of photos in the visual user interface. Stating that ”time matters” Mulhem
et al. [15] define hierarchical temporal events as a clustering and organizational
means. Also Graham et al. [8] consider ”Time as Essence for Photo Browsing” in
a calendar-based browser. Recently, FXPAL presented an elaborated temporal
clustering for photo collections [5] based on similarity of time-stamps. In the AT-
LAS project, location and time are used for the organization of image collections
[20]. Naaman et al. also exploit location for the automatic photo organization
[17] and combine space and time for photo browsing [16]. In [4,13] the authors
discuss the use of content and context for scene classification.

Leaving the content-based field, there is also recent work in which only con-
text information is used to annotate photos. In [18] identity-label suggestions
are based on temporal, spatial, and social context. With the availability of EXIF
header [11] for photos, this contextual information can be exploited for image
understanding. The architecture presented in [12] proposes a context-based key-
word creation for mobile video clips.

Considering the related work, we see approaches that either exploit content-
based metadata, context-based metadata, or sometime also a multimodal com-
bination of both to manage and organize photo collections. However, a system-
atic approach that combines content- and context-based metadata extraction
and enhancement in the context of personal photo book applications does not
yet exist. Consequently, we the propose with the MetaXa1 architecture an ap-
proach that aims at embracing and advancing the state-of-the-art in multimodal
metadata enhancement as well as systematically integrating content-based and
context-based information. This approach is not only of academic interest but
also commercially relevant as our concrete photo book scenario shows.

1 Metaxa is a Greek liqueur, a blend of brandy and wine. Here, it means an architecture
that is a blend of content- and context-based metadata enhancement.
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3 Overview of the MetaXa Architecture

The goal of MetaXa is to provide a component-based architecture for context-
enhanced multimodal extraction and enhancement of semantic descriptions of
personal photo collections. The architecture allows to configure the setup of
metadata extraction and enhancement components. By the dynamic creation
of an appropriate workflow a concrete instance of the architecture in realized to
meet the specific metadata enhancement of a domain. This architecture not only
allows to reuse components in different application domains but also to easily
extend the architecture by new extraction and enhancement approaches.

3.1 The General MetaXa Architecture

The central elements and features of the MetaXa architecture are illustrated in
Figure 1. Input for the architecture are the photos taken by a digital cam-
era. These photos, together with their contextual metadata, e. g., an EXIF
header, enter the central MetaXa Manager. The image undergoes a sequence
of extraction and enhancement steps, realized by separate components, in which
metadata is enhanced iteratively. This allows for modularizing the metadata
creation process into different steps. Increasing the amount and quality of avail-
able metadata, each step contributes to a better semantic description of the
photos.
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Fig. 1. Metadata extraction and enhancement architecture MetaXa

3.2 Metadata Extraction and Enhancement Workflow

To ensure the correct order of enhancement the different extraction and enhance-
ment steps are driven by a workflow. This workflow configures the sequence of
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steps that is carried out for each of the photos. The declarative workflow descrip-
tion identifies the different components and the manager component uses this
workflow to drive the extraction and enhancement of the content. This allows
to configure the architecture to the actual application needs without having to
change the system.

For each extraction and enhancement component, an XML-file specifies which
other metadata generated by other components are needed as prerequisites for
their metadata extraction and enhancement. A dedicated workflow component
is responsible for determining a workflow for this process on basis of the compo-
nents’ XML-specifications. This workflow ensures that all photos pass through
the extraction and enhancement components in an reasonable order. This or-
der is calculated by comparing the pre- and post-conditions of each extraction
and enhancement component. The workflow component ensures that a specific
enhancement component is only called if its pre-conditions are fulfilled. Since ex-
traction components, i. e., a component which bases only on the raw photo data,
don not have any pre-conditions, they can always be applied to a photo. The
workflow component also detects circular dependencies between the components
in order to prevent infinite loops.

3.3 Extraction and Enhancement in MetaXa

In this section, we discuss the general design of the extraction and enhancement
components of our system. Input to the architecture are the photos with their
metadata. In a first phase, extraction components are used to extract relevant
metadata and context directly from the photo. Hence, the system starts out
with the information that comes with the digital photo itself, together with
an optional EXIF header. Each photo is individually analyzed with different
content and context feature extraction components that employ state-of-the-art
methods. Examples of such components are color histogram extraction, edge
detection but also the extraction of time, exposure time or GPS information
from the EXIF header. Extraction components, illustrated in gray at the bottom
of Figure 2, do not require previously generated metadata and hence form the
starting point of the metadata enhancement.

histogram
generation
histogram
generation

sharpness
analysis

sharpness
analysis

face 
detection

face 
detection

calendar 
event

calendar 
event

person 
identifi-
cation

person 
identifi-
cation

edge
detection

edge
detection

……image
similarity
image

similarity

......light
conditions

light
conditions

In-/outdoor 
classific.
In-/outdoor 
classific.

EXIF 
extraction

EXIF 
extraction

exposure 
analysis

exposure 
analysis

best of n 
detection
best of n 
detection

m
et

a d
at

a
en

ha
nc

e m
e n

t

......

enhancement
components

extraction
components

Fig. 2. Different types and dependencies of extraction and enhancement components



MetaXa—Context- and Content-Driven Metadata Enhancement 337

On top of the extraction components, enhancement components derive new
metadata which is stored for further enhancement and use. As illustrated by the
edges between the components in Figure 2, enhancement components can use
previously extracted or enhanced metadata to create new, potentially higher-
level metadata. For this each enhancement component defines the necessary
input which it requires to enhance the metadata. All components can still access
the raw media content have access to all other photos in the collection, e. g., for
similarity detection. Figure 2 illustrates examples of possible extraction and en-
hancement components and also indicates iterative use and enhancement of the
photos’ metadata. Each component reveals its function to the MetaXa architec-
ture. Depending on the application needs, our architecture allows to plug-in new
components, such as the person identification and calendar event detection cur-
rently under development, and to configure the course and extent of extraction
and enhancement.

4 Metadata Extraction and Enhancement Components

Having presented an overview of the MetaXa architecture, we now describe the
concrete design of the metadata extraction and enhancement components.

4.1 Design of Extraction and Enhancement Components

The different extraction and enhancement tasks are realized by software com-
ponents. Software components encapsulate their implementation and interact
with the environment by means of well-defined interfaces [26]. Thus, a software
component comes with a clear specification of what it requires and provides. As
we employ Java to realize the MetaXa architecture, which doesn not natively
allow for such a detailed specification, we use an XML-file for every compo-
nent. These XML-files describe the kind and type of metadata that is necessary
(pre-conditions) to apply a specific enhancement component. Since extraction
components have no specific pre-conditions, they do not require a pre-condition
description. However both extraction and enhancement components contain a
section in this XML-file that specifies the provided metadata (post-conditions).
The following listing shows an excerpt from such a file for the in-/outdoor en-
hancement component. This enhancement component requires the light status,
time, brightness, and flash usage to determine whether the photo has been cap-
tured in-/outdoor.

1 <pre-conditions>

2 <metadatum description="time" relevance="mandatory">

3 <mapping type="time-String" order="1">

4 <source>Exif</source>

5 </mapping>

6 <mapping type="time-String" order="2">

7 <source>FileCreationTime</source>

8 </mapping></metadatum>

9 ...
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10 <post-conditions>

11 <metadatum description="inoutdoor">

12 <mapping>In- or Outdoor</mapping>

13 </metadatum></post-conditions>

The example above shows that the component needs several previously gener-
ated metadata as input (indicated is only the metadatum time). The metadata
entries can be marked as mandatory or optional. The same kind of metadata
can be generated in different ways by different components, e. g., the informa-
tion when a photo was actually taken. This could either be extracted from the
Exif header of a photo or the file modification time. We meet this situation by
the introduction of one ore more mapping entries in the XML-file. For example,
the time metadatum can be achieved from the source Exif or file creation time
(lines 3-8). A preference for a specific source (e. g., depending on the source’s
reliability) can be indicated by the parameter order (lines 3+6).

4.2 Extraction and Enhancement Components of MetaXa

For MetaXa we developed a set of concrete extraction and enhancement compo-
nents of which we present representative examples. We developed components
that exploit both image content and photo context. For this we employ state-
of-the-art technology in content-based and context-based feature extraction and
advance it toward context-enhanced multimodal photo metadata annotation.

Extracting content-based features. By content-based extraction we mean
the purely pixel-based extraction of features of a photo. Typical components
are histogram generation, edge detection, similarity analysis, and face detection.
As examples, the similarity analysis and face detection are described in the
following.

We developed a simple technique to determine similarities between photos.
For it, we segment each photo into an 8 × 8-matrix and calculate the average
RGB values. Each photo can then be described by three vectors, one for each
RGB-channel. The similarity measure between two photos can then be described
as the weighted sum of euclidean distances between the RGB vectors of the two
photos. The human eye is not equally sensitive to the the colors red, green and
blue. Thus, we weight the three color channels differently according to [9]. It
is important to note that the size of the matrix has to be carefully chosen. If
the segmentation is too coarse, the differences between two pictures can not be
reliably detected as too many details get lost by calculation the averages, which
can result in a false high similarity. However, if the segmentation is too fine
grained, two pictures that, e. g., only differ in a small horizontal or vertical shift,
would likely be considered very different. A good trade-off is a 8 × 8 matrix.

Face detection in the MetaXa architecture bases on the method presented
in [28]. This method uses trained classifiers to rapidly detect faces in pictures.
The classifiers were trained with several hundred positive samples and also a
few hundred negative examples. The result is a cascade of boosted classifiers.
The advantage of this algorithm is, that it is very fast and an open source
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implementation is available. We use this component to detect the number of
faces in the image.

Extracting context-based features. These components utilize purely con-
textual information such as the EXIF header. EXIF extraction is used to extract
the EXIF header information which is written to the photos by most consumer
cameras. This header varies from camera to camera. However, most cameras at
least provide information like timestamp, ISO, aperture, exposure, and if a flash
was used. Some cameras also provide the focal length, the orientation and even
location information such as a GPS position. Besides this, additionally we devel-
oped a component extracting general image information such as width, height,
and time from the photo data in case there is no EXIF header available.

Content-based enhancement. Content-based enhancement components
solely utilize information from content-based extraction- and other content-based
enhancement components. As an example we present a component for sharpness
analysis. Sharpness analysis is one of the key methods to determine the quality
of an image. We developed two simple but fast methods: For both, we assume
that most amateur photos contain a region of interest, which is located in the
center. Consequently, we segment each photo in a 3 × 3-matrix and only ana-
lyze the center cell. The first method for sharpness detection uses the detection
utilizing the Sobel filter [10]. We can use a resulting edge picture to determine
an edge histogram. The photo is considered to be sharp if the histogram has
high values in the upper bins. The second method utilizes the fact that in image
regions, which are considered as sharp, often diverse levels of brightness occur.
Thus, we use the brightness histogram and analyze how many bins exceed a
certain value. The more of these bins exist the sharper the photo is considered
to be. Both components provide this sharpness value to subsequent higher level
metadata enhancement components.

Context-based enhancement. Context-based enhancement components
solely utilize information from context-based extraction- and other context-based
enhancement components. As example we present a component for determining
the light conditions of a photo. Light condition determination is useful both
for search purposes and as information for further analysis of the photos. Light
condition can be derived from aperture and exposure time. For our component
we employ the method described in [11] to calculate an exposure value from
the given values in the EXIF header for aperture (Fn) and exposure time (Et):
Ev = 2∗ log2(Fn)− log2(Et). The value Ev should be proportional to the bright-
ness in the scene and therefore is a good indicator for the light condition.

Context-enhanced multimodal enhancement. These components utilize
both context-based and content-based features for metadata enhancement. Here
we present a component for classifying photos as in- or outdoor shots. In-
/Outdoor classification is provided by a simple yet powerful method that relies
on metadata extracted from content and context: the light conditions, daytime,
if a flash was fired, and the exposure rating. The first two metadata entries are
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generated from context information and the last from the image content. For
our in-/outdoor classification we apply a decision tree to the photos. This tree
consists of rules that evaluate the before mentioned metadata. If, e. g., the pic-
ture is very dark, the flash was fired and it was taken at daytime there is a high
probability that it is an indoor shot. A similar method has recently been pro-
posed in [4]. Here Support Vector Machines are used to classify photos as indoor
or outdoor. Unlike our approach only context information is used to classify the
photos. In contrast, we aim at combining context and content information to
achieve a higher precision. In a first step, we evaluated our approach with 437
consumer photos from which 68 are indoor and 369 are outdoor shots. This test
set also compromises some ambiguous photos like indoor shots showing the view
through a window. The component misclassified 0.5% of the outdoor shots as
indoor and 10.1% of the indoor shots as outdoor. 10.5% of all pictures were clas-
sified as ambigous. These results are very promising, however, we are aiming at
improving the classification accuracy by additionaly taking the EXIF header’s
object distance information into account.

5 A Concrete Photo Book Application

Maybe one remembers having spent hours to create a nice photo album from a
large set of of digital photos that carefully captures the impressions of a vacation
or celebration: order prints, select the best pictures, sort and organize the photos
along events and experiences, glue the photos into the album and label them –
a tedious and time consuming task. In this section, we present the use and
exploitation of the extracted and enhanced metadata within the personal photo
book creation software of our project partner CeWe Color. An authoring wizard
uses the extracted and enhanced metadata for the automatic “best-of” pre-
selection of photos and layout of the photo book pages. The commercial software
integrates the MetaXa results and the developed extraction and enhancement
components.

The following Figures illustrate phases from photo book creation. Figure 3(a)
shows an example of the different types of printed photo books the customer
can chose from with CeWe Color’s software. For an actual album creation, a
user selects the photo collection from which the photo book should be created.
Then the actual metadata extraction and enhancement of MetaXa takes place.
This metadata is used for both a pre-selection of photos and their composition
into a photo book. In a preferences dialog the users can influence this process
by indicating which parameters should be taken into account for a ”best-of”
selection of photos by the software, e. g., sharpness, exposure, and similarity.
Figure 3(b) shows a photo book from a trip to Australia. Here, many similar
photos especially of the Ayers Rock have been taken. Based on sharpness and
similarity analysis, six photos are automatically chosen by the software for the
photo book. These photos are shown in the center of Figure 3(b) and are in
addition indicated by check marks on the left side. Figure 3(c) shows the results
of an automatic selection of backgrounds. This is done, e.g., by taking the color
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(a) page of a photo book

(b) preselected photos (c) background selection

Fig. 3. Screenshots of the photo book application

histograms of the photos on a page into account. Having created a first version
of the photobook, the users can still manually add, remove, resize, and rotate
any photos and alter the backgrounds.

The goal is to make the photo book creation an intuitive and easy task.
The software2 has been released in June 2006 and has been presented at the
Photokina 2006 international trade fair in Cologne. Based on an evaluation of
photo book orders, usability studies, and feedback from end users we will work on
a refinement of the heuristics for pre-selection of photos and further extraction
and enhancement components for MetaXa.

6 Conclusion

With the proposed MetaXa architecture, we presented an approach for the sys-
tematic integration of content-based and context-based metadata extraction and
enhancement methods for digital photo collections. This architecture easily al-
lows for instantiation of a specific setup of annotation methods to meet the
requirements of a specific domain. It also allows to easily reuse components in
different domains.
2 http://www.cewe-photobook.com/
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We employ and advance the state-of-the-art in semantic understanding of
digital media in the domain of personal media. Our enhancement components
exploit knowledge from content, context, and domain knowledge to provide for a
better semantic understanding of photo collections and lay the grounds for next
generation digital photo services.

The results of our MetaXa approach are evaluated by integrating them into
the photo book software provided by CeWe Color. For it, we are evaluating and
improving our extraction and enhancement components on large test sets pro-
vided by our photo finishing partner. We are also developing new extraction and
enhancement components such as automatic orientation detection and location
clustering.

On the application level, we are currently developing heuristics and probabilis-
tic approaches for automatically suggesting relevant photos for a personal photo
book. In addition, we are also working on dynamically determining a content-
and context-based layout of the selected images in a photo book. Although the
MetaXa architecture presented in this paper is applied in the domain of digital
photo book authoring, it is not limited to this kind applications.

References

1. ACDSee Systems Int., Inc. acdsee Pro, 2006. http://www.acdsystems.com.
2. Apple Inc. iPhoto, 2006. http://www.apple.com/de/ilife/iphoto/.
3. Susanne Boll. Image and video retrieval from a user-centered mobile multimedia

perspective. In Proc. of the International Conference on Image and Video Retrieval
(CIVR2005). Springer, 2005.

4. M. R. Boutell and J. Luo. Beyond pixels: Exploiting camera metadata for photo
classification. Pattern Recognition, 38(6), 2005.

5. M. Cooper, J. Foote, A. Girgensohn, and L. Wilcox. Temporal event clustering for
digital photo collections. ACM Trans. Multim. Comp. Comm. Appl., 1(3), 2005.

6. GfK Group for CeWe Color. Usage behavior digital photography, 2006.
7. Google, Inc. Picasa, 2006. http://picasa.google.com/.
8. A. Graham, H. Garcia-Molina, A. Paepcke, and T. Winograd. Time as essence for

photo browsing through personal digital libraries. In Proc. of the 2nd ACM/IEEE-
CS Joint Conf. on Digital Libraries. ACM Press, 2002.

9. International Radio Consultative Committee (ITU). Encoding parameters of dig-
ital television for studios. Technical Report 601, CCIR, 1982.

10. Bernd Jähne. Digital Image Processing. Springer, 6th edition, 2006.
11. JEITA. Exif version 2.2. Technical report, April 2002.
12. Lahti, Westermann, Palola, Peltola, and Vildjiounaite. Context-aware mobile cap-

ture and sharing of video clips. In Handbook of Research on Mobile Multimedia.
Idea Publishing, 2006.

13. Jiebo Luo, M. Boutell, and C. Brown. Pictures are not taken in a vacuum. IEEE
Signal Processing Magazine, 23(2), 2006.

14. J. Martinet, Y. Chiaramella, and P. Mulhem. A model for weighting image objects
in home photographs. In Proc. of the 14th ACM Int. Conf. on Information and
knowledge management. ACM Press, 2005.

15. P. Mulhem and J.-H. Lim. Home photo retrieval: Time matters. In Proc. of the
2nd Int. Conf. on Image and Video Retrieval. Springer, 2003.



MetaXa—Context- and Content-Driven Metadata Enhancement 343

16. M. Naaman, S. Harada, Q.-Y. Wang, and A. Paepcke. Adventures in space and
time: Browsing personal collections of geo-referenced digital photographs. Techni-
cal report, Standford University, InfoLab, 2004.

17. M. Naaman, Y. J. Song, A. Paepcke, and H. Garcia-Molina. Automatic organi-
zation for digital photographs with geographic coordinates. In Proc. of the 4th
ACM/IEEE-CS Joint Conf. on Digital Libraries. ACM Press, 2004.

18. M. Naaman, R. B. Yeh, H. Garcia-Molina, and A. Paepcke. Leveraging context to
resolve identity in photo albums. In Proc. of the 5th ACM/IEEE-CS joint Conf.
on Digital Libraries. ACM Press, 2005.

19. W. K. L. P. Mulhem, J. H. Lim and M. Kankanhalli. Advances in Digital Home
Image Albums, chapter 9. Idea Publishing, 2003.

20. A. Pigeau and M. Gelgon. Building and tracking hierarchical geographical & tem-
poral partitions for image collection management on mobile devices. In Proc. of
the 13th annual ACM Int. Conf. on Multimedia. ACM Press, 2005.

21. J. C. Platt. Autoalbum: Clustering digital photographs using probabilistic model
merging. In Proc. of the IEEE Workshop on Content-based Access of Image and
Video Libraries. IEEE Computer Society, 2000.

22. J. C. Platt, M. Czerwinski, and B. A. Field. Phototoc: Automatic clustering for
browsing personal photographs. Technical report, Microsoft Research, 2002.

23. K. Rodden and K. R. Wood. How do people manage their digital photographs? In
Proc. of the SIGCHI Conf. on Human factors in comp. systems. ACM, 2003.

24. Ansgar Scherp and Susanne Boll. Context-driven smart authoring of multimedia
content with xsmart. In Proc. of the 13th annual ACM Int. Conf. on Multimedia,
pages 802–803, New York, NY, USA, 2005. ACM Press.

25. A. Smeulders, M. Worring, S. Santini, A. Gupta, and R. Jain. Content-based image
retrieval at the end of the early years. IEEE Transactions on Pattern Analysis and
Machine Intelligence, 22(12), 2000.

26. C. Szyperski, D. Gruntz, and S. Murer. Component Software: Beyond Object-
Oriented Programming. Addison Wesley, 2nd edition, 2002.

27. T. Tan, J. Chen, P. Mulhem, and M. Kankanhalli. Smartalbum: a multi-modal
photo annotation system. In Proc. of the 10th ACM Int. Conf. on Multimedia.
ACM Press, 2002.

28. P. Viola and M. Jones. Rapid object detection using a boosted cascade of simple
features. In Proc. IEEE Conf. on Computer Vision and Pattern Recognition, 2001.

29. L. Wenyin, Y. Sun, and H. Zhang. Mialbum - a system for home photo management
using the semi-automatic image annotation approach. In Proc. of the 8th ACM
Intl. Conf. on Multimedia. ACM Press, 2000.

30. L. Zhang, L. Chen, M. Li, and H. Zhang. Automated annotation of human faces in
family albums. In Proc. of the 11th ACM Int. Conf. on Multimedia. ACM, 2003.



 

T.-J. Cham et al. (Eds.): MMM 2007, LNCS 4351, Part I, pp. 344 – 353, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Context-Sensitive Ranking for Effective Image Retrieval* 

Guang-Ho Cha 

Department of Computer Engineering, Seoul National University of Technology 
Seoul 139-743, South Korea 
ghcha@snut.ac.kr 

Abstract. Over many years, almost all research work in the content-based 
image retrieval (CBIR) has used Minkowski metric (or Lp-norm) to measure 
similarity between images. However, those functions cannot adequately cap-
ture the nonlinear relationships in contextual information given by image 
datasets. In this paper, we present a new similarity measure reflecting the 
nonlinearity of contextual information. Moreover, we propose a new similar-
ity ranking algorithm based on this similarity measure for effective CBIR. 
Our algorithm yields superior experimental results on real image database and 
demonstrates its effectiveness. 

1   Introduction and Related Work 

The central problems in CBIR are concerned with interpreting the contents of images 
in a collection and ranking them according to the degree of relevance to the query. 
Knowing how to extract this information is not the only difficulty; another is knowing 
how to use it to decide relevance. The decision of relevance characterizing user need 
is a complex problem. Many researchers have proposed the use of relevance feedback 
to improve the retrieval effectiveness [3, 5, 6, 8, 11]. Although relevance feedback is 
an approach to improve the retrieval effectiveness, its power is still restricted by the 
similarity measure and the ranking algorithm employed by CBIR system. Another 
problem with relevance feedback is the multi-round feedback that is usually time-
consuming and it requires users to have patience.  

In this paper, we attempt to address the above problems by capturing the nonlinear 
relationships in contextual information given by image datasets. It has been widely 
acknowledged in CBIR that a query concept is typically a nonlinear combination of 
perceptual features (color, shape, texture, etc.) [12].  

Recently, Wu et al. [12] proposed a method for formulating a context-based dis-
tance function for measuring similarity. It uses the kernel function [10] to nonlinearly 
transform traditional distances into a similarity in a feature space.  

DynDex [1] proposed a non-metric distance function, dynamic partial function 
(DPF), to measure perceptual similarity and proved its closer match with the percep-
tual similarity than Minkowski metric. However, it is difficult to dynamically select 
features to be used for distance computation. 
                                                           
*  This work was supported by grant No. B1220-0501-0233 from the University Fundamental 

Research Program of the Ministry of Information & Communication in Republic of Korea. 
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In this paper, similarly to [12], we first conduct the nonlinear transformation on the 
original dataset not only to capture nonlinear relationships but also to simulate human 
perception. However, unlike [12], we do not require human intervention to collect the 
contextual information, while [12] needs the contextual information in the form of 
training data. 

For nonlinear transformation, we adopt a Gaussian function because it possesses 
an excellent nonlinear approximation capability [2, 7]. However, we may also learn 
the kernel function from the training data as in [12] instead of choosing the Gaussian 
function in advance. Compared to the Minkowski metric, our approach offers a more 
accurate modeling of the notion of similarity in a context-sensitive CBIR. 

The main contributions of our work are two-fold: (1) we present a new similarity 
measure that is based on the nonlinear similarity model and that exploits the contex-
tual information in a dataset; (2) we provide two new similarity ranking algorithms 
based on the developed similarity measure. 

2   Nonlinear Similarity Model 

2.1   Motivating Examples 

Example 1. The user wants to select two images via query-by-example in the hand-
written digit image database. Fig. 1(a) is a query image and Figs. 1(b) and 1(c) may 
be the query result if a human selects two images, and those are the actual result 
from our similarity search experiment. When we use Euclidean distance measure, on 
the other hand, Figs. 2(b) and 2(c) are the actual result of the traditional similarity 
search experiment. This means that there may exist a discrepancy between human 
perception and the metrics such as Minkowski metric. Therefore, in CBIR, it is nec-
essary to establish the link that bridges the gap between human perception and  
distance calculation. 

(a)                (b)               (c)  

Fig. 1. Human perception based retrieval: (a) is a query image; (b) and (c) are two images 
retrieved from similarity search 

(a)   (b)               (c)  

Fig. 2. Euclidean distance based retrieval: (a) is a query image; (b) and (c) are the similarity 
search result 
 



346 G.-H. Cha 

 

Example 2. Fig. 3 shows another example to explain our motivation. Assume that we 
are given a set of points constructed with two clusters. A query point is represented by 
+ and we want six points nearest to the query point +. If we search six nearest 
neighbors (NNs) to the query by pairwise Euclidean distance, the six NNs resulting 
from the search are the points within the circle whose center is the query point + (see 
Fig. 3(a)). However, as described in Example 1, when we consider the distribution of 
the given dataset, as shown in Fig. 3(b), the six points in cluster A may be more rele-
vant to the query point than the points in cluster B even though some of them have 
longer Euclidean distance than some points in cluster B. 

6-NN search  
result 

+
query 

(a) k-NN search by Euclidean distance (b) k-NN search considering data distribution 

a

b+
query

cluster A 

cluster B 6-NN 
search  
result

 

Fig. 3.  k-NN search results based on two different models 

From these motivating examples, we can assume that in image similarity ranking it 
may be desirable that closer points have more similar ranks than the points far away 
even though they are behind with respect to Euclidean distance based ranking. If we 
base similarity ranking on this concept, in Fig. 3(b), the right-most point a in cluster 
A should be ranked to be more relevant to the query point than the point b in the left-
most in cluster B.  

Based on this concept, in CBIR domain, we define the contextual information as 
the information about the distribution and cluster structure of a given dataset. 

2.2   Nonlinear Similarity Model 

In order to capture the contextual information as well as to simulate human perception 
for similarity evaluation between images, we first establish a nonlinear model. The 
assumption for the nonlinear approach is that the same lengths of distances do not 
always give the same degrees of similarity when judged by humans [9]. We adopt a 
Gaussian function as our basic similarity model: 

G(xi, xj) = exp(−d(xi, xj) / σ2)                                             (1) 

The activity of function G is to perform a Gaussian transformation of the distance 
d(xi, xj), which describes the degree of similarity between xi and xj. The scaling pa-
rameter σ2 controls the smoothness of the distance between xi and xj and it is specified 
by a user. The Gaussian function creates a new space called the feature space that is a 
nonlinear transformation of the input space containing the original data. Throughout 
our work, we conduct the similarity comparison in the induced feature space. 
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3   Context-Sensitive Similarity Ranking Algorithms 

3.1   A Simple Similarity Ranking Algorithm 

Our first ranking algorithm performs the similarity comparison in a feature space in 
which the relationship between data points is more “obvious” as seen in Fig. 4. In 
order to obtain this effect, we extract the eigenvectors from a similarity matrix made 
by pair-wise similarity between images.  

0

1

0 1  

Fig. 4. An actual example of our transformation: it reveals the cluster structure of a dataset 

The ranking algorithm is as follows. Given a set of data points X = {x1, …, xm} ∈ 
Rn, we transform the data to the points on the eigenvector feature space using the 
method employed in the spectral clustering [4]. 

1.   Construct a similarity matrix K ∈ Rm×m defined by 
            Kij = exp(−d(xi, xj)/σ2) if i ≠ j, and Kii = 0 

2. Construct a diagonal matrix D whose (i, i)-element is the sum of K’s i-th row. 
3.   Form a normalized similarity matrix K′ = D−1/2K D−1/2. 
4. Find v1, v2, ..., vk, the k largest eigenvectors of K′, and form the matrix V = [v1 v2 ... 

vk] ∈ Rn×k by stacking the eigenvectors in columns. 
5. Form the matrix Z from V by renormalizing each of V’s rows to have unit length 

(i.e., Zij = Vij / (Σj Vij
2)1/2). 

6. Now each row of Z is a point in a feature space Rk. 
7.  Compute image ranks using the Euclidean distance in this feature space Rk. 

In step 1, we construct the matrix K composed of object-object similarities, i.e., Kij, i 
≠ j, gives a similarity value between two points xi and xj. Kii is zero to avoid rein-
forcement of self-similarity value. Note that since the similarity matrix K and the final 
dataset Z is pre-computed before the search, it is not a burden during the search. Steps 
2−3 and 5 provides a suitable normalization necessary for our similarity ranking.  

Example 3. To illustrate the effect of this ranking algorithm, let us consider a toy 
dataset containing 100 data points shown in Fig. 5. The dataset has 3 cluster struc-
tures. Every point should be similar to the points in its neighborhood, and further-
more, points in one cluster should be more similar to each other than to points in the 
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Fig. 5. Ranking on a query point + over 100 data points 

other cluster. The query point is + and the number beside each point denotes its rank. 
As shown in Fig. 5, the ranking algorithm exploits the contextual information of the 
dataset.  

This ranking algorithm works very well in low dimensional spaces, however, it has 
limited success on real high-dimensional image dataset in our experiments. Therefore, 
we propose another ranking algorithm for high-dimensional datasets based on similar-
ity distribution and a new similarity measure. 

3.2   A Similarity Ranking Algorithm Based on Similarity Distribution 

In order to consider the intrinsic structure revealed by the dataset we introduce the 
concept of similarity distribution. Assume a set of points X = {x1, x2, …, xm}∈ Rn that 
we would like to rank. Let xq, q ∉ {1, 2, …, m}, be the query point. We define a vec-
tor si = [siq, si1, si2, …, sim]T, where sij is the similarity value between two objects xi and 
xj. The similarity value sij is computed by Eq. (1), i.e., sij = exp(−d(xi, xj) / σ2). We 
consider the vector si as the distribution of similarities between the point xi and all 
other points in a dataset including the query point. The vector sq = [sqq, sq1, sq2, …, 
sqm]T represents the distribution of similarities between the query point xq and all other 
points including the query point itself. According to Eq. (1), sqq is defined to be 1.0. 

We define the similarity value of a point xi to the query point xq by the dot product 
of the similarity distribution for xi and that for xq in Gaussian feature space. The simi-
larity value siq of point xi to the query point xq is computed by  

  
 
 
In the above Eq. (2), si and sq are the similarity distribution vectors for points xi and 

xq, respectively, and the similarity values sij and sqj are computed by Eq. (1). The 
similarity measure given by Eq. (2) denotes the actual similarity value between the 
query point and point xi plus the linear combination of the similarity values between 
point xi and its neighbors, weighted by its neighbors’ similarity values to the query 
point. Therefore, the similarity value of a point affects its neighbors’ similarity values, 
and if two points are close, they are more influenced by each other because their  
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m

j
ijqqiqq
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respective similarity values to query point are weighted by the similarity value be-
tween two points. With this similarity metric based on the similarity distribution, the 
points clustered near the query point are favored in similarity ranking. 

 Our ranking algorithm is as follows: 
 

[Input]  A set of points X = {x1, …, xq, xq+1, …, xm} ∈ Rn, where x1, …, xq are query 
points and the rest xq+1, …, xm are the data points we would like to rank  

[Output] The ranked list of data points 
 

1.   Construct a similarity matrix K ∈ Rm×m defined by 
Kij = exp(−d(xi, xj)/σ2)  if i ≠ j, and Kii = 0 

2. Construct a diagonal matrix D whose (i, i)-element is the sum of K’s i-th row. 
3.   Form a normalized similarity matrix K′ = D−1/2K D−1/2. 
4.   Create the initial similarity values sij between a point xi and the query point xj, 1 ≤ 

j ≤ q, q+1 ≤ i ≤ m. 

1  for 1 ≤ i ≤ q, i.e., both xi and xj are query points. 

                  exp(−d(xi, xj)/σ2)  for q +1 ≤ i ≤ m. 
 

5.   for i = q+1 to m do  // for each data point 
6.            for j = 1 to q do // for each query point 
7.      

 
8.  end for 
9.   end for 
10.  Compute the similarity score si of xi to q query points by si = max 1≤ j ≤ q { sij}. 
11. Sort the set S = {sq+1, sq+2, …, sm} in non-increasing order and return the top k 

points as the result.  

Example 4. To illustrate the effect of our algorithm, we consider a toy dataset. We 
use a dataset containing 74 2-dimensional points shown in Fig. 6. The dataset has two 
cluster structures and two query points are given by + and ×. The number beside each 
point denotes the rank assigned to that point. As shown in Fig. 6, it is demonstrated 
that our ranking algorithm exploits the global cluster structure of the dataset. We 
believe that for many real world applications including image searches this kind of 
retrieval based on the global cluster structure is superior to the local methods that rank 
data by pairwise Minkowski distance metric. 

4   Experiments 

For experimental evaluation of our methods, we use the MNIST database that con-
tains 28 × 28 120,000 handwritten digit images. The MNIST database is the currently 
used classifier benchmark in the AT&T and Bell Labs, and many methods have been 
tested with this database. The feature of each image is represented by a 784-
dimensional vector. In our experiments, we use only the first 6,000 images from the 
MNIST database and perform a similarity search to return the k most similar images 
for the given query images. 

sij =

+=

′+′=
m

qk
kjikijij sKKs

1
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Fig. 6.  Ranking on two query points × and + 

To obtain an objective measure of performance, we assume that a query concept is 
an image category, i.e., one of the labels ‘0’, ‘1’, …, ‘9’ given to each digit category.  

We evaluate precision performance for k-NN queries, where k is 10 − 100, and 
precision is computed by the fraction of the returned k images that belong to the query 
image category. 

We perform 100 k-NN queries and average their performance. The query images 
are randomly selected from the MNIST database. In order to provide the intuition for 
our method, we show the k-NN search results in Figs. 7 – 10.  

Figs. 7 and 8 are the results using single query image. The top-left image is the 
query image. Note that there are many digits other than ‘9’ in Euclidean distance 
based ranking in Fig. 8. Figs. 9 and 10 show the results when two images are used as 
a query. The top-left two images are query images. The first query uses as the query 
images the two similar images with digits ‘4’. The second query uses as query images 
the very different two image for digits ‘0’ and ‘6’. For multi-point (or disjunctive) 
queries, we use the aggregate dissimilarity measure of Falcon [11] with the constant α 
= −3. As shown in Figs. 9 and 10, there are many digits other than the query images 
when we use Falcon’s aggregate dissimilarity measure. On the other hand, our 
method generates the uniform result. This experimental result provides indirect proof 
of superiority of our method. 

Fig. 11 compares the precision performance for k-NN queries among our ranking 
algorithm, Euclidean distance based method, and the SVMActive method [8]. In [8], it is 
stated that SVMActive outperforms three query refinement methods: (1) query reweight-
ing methods such as MARS [6] (2) the query point movement methods such as 
MARS [5], MindReader [3], (3) the query expansion methods such as Falcon [11]. 
Therefore, we compare our method with SVMActive. SVMActive is a relevance feedback 
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Fig. 7. Top 100 images by our similarity ranking, where the top-left image is the query image 

 

Fig. 8. Top 100 images by Euclidean distance based ranking 

 

Fig. 9. Top 100 images by our similarity ranking, where the top-left 2 images are the query 
images 

 

Fig. 10. Top 100 images computed by Falcon’s aggregate similarity metric 

method based on active learning with support vector machines (SVM) [10]. It re-
trieves top-k images after a few relevance feedback rounds. In each round of rele-
vance feedback, SVMActive determines the images as “relevant” if they have the same 
label as the query image’s. In the experiment of SVMActive, we conduct four rele-
vance feedback rounds and use 100 training images per round. Fig. 11 shows the 
average top-k precision for three different methods. SVMActive shows the worst per-
formance. The poor performance of SVMActive is caused by the size and complexity 
of the 784-dimensional MNIST database. Our method achieves at least 90% preci-
sion on the top-k results, whereas the Euclidean distance based method cannot 
achieve our performance.  
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Fig. 11. Single-point queries: average top-k precision  Fig. 12. Multi-point queries: average top-k precision 
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Fig. 13. Positions of irrelevant ones in top-k images 

Fig. 12 shows the precision result for multi-point k-NN searches. Our method 
achieves over than 80% precision in any cases, whereas SVMActive and Falcon cannot 
achieve this performance.  

Fig. 13 shows the average positions of irrelevant ones in top-k images returned. 
This position indicates where the irrelevant images appear in top-k results. It is desir-
able that the irrelevant images are found in rear positions. In the case of our method, 
the positions of irrelevant images found are far later compared with other methods 
when the number of images returned is small, i.e., small k. This is a desirable result 
because users usually do not want to have a large number of images returned. 

5   Conclusions 

We have presented a new similarity measure and two context-sensitive ranking  
algorithms based on a nonlinear similarity model for effective image retrieval. This 
similarity measure and the ranking algorithms consider the intrinsic structure and 
the distribution revealed by the dataset. Our CBIR scheme has demonstrated its 
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effectiveness and outperformed the existing image retrieval methods such as 
SVMActive, Falcon, and Euclidean distance based method. Our scheme takes advan-
tage of the intuition that the same portions of the distances given by Minkowski 
metric do not always give the same degrees of similarity when judged by humans. 
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Abstract. The problem of historical Chinese calligraphy verification is
previously investigated by experienced artists, whereas this paper pro-
poses some objective measures to bear the problem with evidences by
analyzing the subtle discrepancies between the images of the suspicious
and the genuine. First, features that characterize an individual callig-
rapher’s writing style are extracted and modeled. When a suspicious
comes, it is compared with the genuine in the reference database to de-
tect problematic characters and to calculate total accepting probability.
The efficiency of the algorithm is demonstrated by a preliminary exper-
iment with 13274 images of calligraphy character.

1 Introduction and Motivation

Historical Chinese calligraphy works are valuable. So the forgeries are introduced
into the trade and presented along with the genuine, which makes verification
a must in order to distinguish the genuine from the forgeries. This verification
problem has long been considered as a problem belonging to the field of the art
and the investigation is mostly subjective, whereas we may bring some objective
measures from the field of image processing and analyzing to push the limits
of the advancement of calligraphy verification. In the field of calligraphy art,
artists are successful in recognizing calligraphy characters, identifying calligraphy
styles, and classifying the medium on which calligraphy exists. But limited by
the human brain, an artist can only remember and be expert on a few masters’
works. Artists express their analysis subjectively in a way of what they feel, for
example the reason they give for identifying a suspicious as a forgery may be
“These characters are fainthearted, and they don’t look like the genuine”. Such
reason is ambiguous and lack of convincible evidences (see [1] and [2]).

This paper propose a way to verify historical Chinese calligraphy like a doctor
trying to find out whether a strange patient is really in sick and what’s wrong
with that patient: The doctor analyzes the checking reports of the patient’s
each organ. Inspired by this idea, this paper designs different measurements to
examine whether each part of a suspicious works conform to those of the genuine.
Yueting Zhuang et al. [3] introduced an approach to measure how similar two
calligraphy-character shapes are. But for calligraphy verification, the forger is
intent to deceive the system by copying the shapes of those genuine works.

T.-J. Cham et al. (Eds.): MMM 2007, LNCS 4351, Part I, pp. 354–363, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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Therefore, instead of finding out how similar two characters are, we need to
find out how dissimilar two calligraphy characters are. It is possible because a
calligrapher often practice the writing skills and has personal preferences, which
is just like “the way in which they do their own business”. When forging someone
else’s, the inconstant writing style will be shown on this or that point and can
be detected.

2 Related Works

Many researches on multimedia have been done on the analysis and retrieval
of media objects including images, audios and videos. But few researches have
been done on artistic images. No published scientific paper has been researched
on the problem of Chinese calligraphy verification, mainly because previously
it has long been regarded as a problem belongs to the art field. It seems that
writer verification may share many same problems and solutions with Chinese
calligraphy verification. But actually they are different. The data on which writer
verification analyzes is the works written in one’s own style, while the data
calligraphy verification analyze is intent to hide one’s own writing style. The
most related works are off-line signature verification, such as [4], [5], [6] and [7].
Both of them contain characters that intend to hide the original writing styles,
and have no record of pen trajectory or dynamic pressure. But features used in
[4], [5] and [6] have no discriminative power for calligraphy works. Cheng-Lin Liu
et al. [7] introduce features of different moments for Chinese writer identification.
Parts of the moments do have discriminative power, but the moments alone don’t
have enough power to verify calligraphy.

3 System Architecture

Key problem for visual verification of calligraphy is to model writer’s particulari-
ties by learning from the genuine collections. Hence a genuine reference database
needs to be built first. When a suspicious is input, it is divided into meaning-
ful parts to compare to those of genuine in the reference database. Fig.1 shows
the architecture. Key steps are measurements designing and genuine reference
database construction.

The genuine reference database consists of 3 parts: Raw data, Feature data
and the map between them. First, page images are segmented into individual
characters by employing the approach introduced in [3], and then record the
information of individual character’s location, page’s location, and the writer.
This information is organized as maps between the raw image data and its
features data. The measurement is designed to measure the different between
the suspicious and the genuine is. This paper proposes measurements in two
levels: character-based and stroke-based.
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Fig. 1. Architecture of historical Chinese calligraphy works verification

4 Computing Stroke Shape Features

4.1 Jitteriness

An evidence of forgery is jitteriness, which is defined as the situation that when
attempting to simulate a genuine curved stroke, one often hesitate and trying
to correct the brush trajectory in order to conform to the priori segment. Thus
it has more jitteriness when compared with those of genuine. Fig.2 shows an
example of the jitteriness of a forged stroke at the turn.

Fig. 2. Example of jitteriness. Left: a forged one with part of the jitteriness zoomed
in. Right: a genuine one with the corresponding part zoomed in.

The jitteriness can be measured using fractal dimension measurement, which
is first introduced by French mathematician Mandelbrot [8].When a jittered
curve is zoomed out with a suitable zoom-ratio, the small jittered part,namely
the wrinkly parts, will disappear, which result in shorter curve length. Therefore,
a measurement of jitteriness can be written as:

Jitterness =
lengthoriginal

lengthzoomout
(1)

where lengthoriginal and lenghzoomout are the length before and after zooming
out respectively, zoomout = 0.5 is the zoom ratio.
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4.2 Thickness Variation

Calligraphy is a special kind of handwriting written by soft brush. The harder
the brush is pushed, the thicker the stroke will be. Therefore, to some extent
the thickness variation reflects the pen pressure variation. A forger may copy
the general shape of a character, but it is difficult to mimic the detail pen
pressure variation. The thickness of a skeleton point is defined as the radius
of the maximum circle that centered on the skeleton point and covered by the
foreground. Let wi be the thickness of a skeleton point pi, then the thickness
variation tv can be written as:

tv =
1
n

n∑
i=1

(wi − w)2, w =
n∑

i=1

wi (2)

4.3 Curvilinear Style

When writing a curve stroke, a forger constantly analyzes in the mind about
brush trajectory and makes corrects in order to conform to the next curve seg-
ment. Thus show hesitancy and make subtle differences that are inconsistent
with the genuine writing style. Fig.3(b) shows an example written by chang-
shuo Wu, who had written many different characters that contain a u shape
stroke in different length, different width, different height, or the mouth of
the u may in different size. But the curve has only one peak. This feature
can not be measured by Dynamic Programming Matching(see [9]) or Hidden
MarKov Models(see [10]). So we propose a measure by finding out how many
relative peak-turns in a stroke. A peak-turn is defined as a curve segment that
goes in one direction before the peak and then turns to go in an opposite
direction.

Fig. 3. Example of curvilinear style (a) Character written by an unknown and a u
shape stroke skeleton. (b) Character written by Changshuo Wu and the u shape stroke
skeleton. (c) Orientation code and the corresponding map for a pixel’s 8-neighborhood.

In terms of describing how a curve goes and changes its direction, chain-code
is a good representation as shown in Fig.3(c).Let x be a code number, if x < 4,
then the curve goes in up direction, else if x > 4, then the curve goes in down
direction. Therefore, it can be seen that there are three peak-turns in the curve
of Fig.3(a). But for the stroke in Fig.3 (b), there’s only one peak-turn.
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Let lbi and lai be the length of curve segments that before and after the peak
point pi respectively, let t be the number of total peak-turn, then the measure
of relative curvilinear rt can be defined as:

rt = 1 +
t∑

i=1

t × li + difi

lengthofcurve
, li = min{lbi, lai}, difi = |lai − lbi| (3)

The more times a curve turns, the bigger the value of rt will be.

5 Computing Character Shape Features

Some calligrapher tends to write characters that the height is a little bigger than
the width, and the measure can simply be written as:

ratioh/w =
height

width
(4)

Such kinds of features are considered to be features of Geometry distribution.
They are no easy for human eyes to notice and tend to be overlooked, yet it
is easy for computer to detect. For example, the gravity center of a calligraphy
character depends on individual calligrapher’s preference: It is not in the right
center but is somewhere near the center.

5.1 Geometric Mass Distribution

Let M and N be the width and the height of a calligraphy character image
f(x, y), then a character’s (p + q)th order moment is defined as:

mpq =
M−1∑
x=0

N−1∑
y=0

xpyqf(x, y) (5)

Therefore, the gravity center (x, y) of a character can be written as:

x =
m10

m00
, y =

m01

m00
(6)

A calligraphy character center moment is defined as:

upq =
M−1∑
x=0

N−1∑
y=0

(x − x̄)p(y − ȳ)qf(x, y) (7)

3rd order center moments have physical meanings and can characterize a callig-
rapher’ particularities. Value of (x− x̄)3 indicates the stress variation of a charac-
ter in horizontal direction. We divide u30 into two segments based on the position
of the center: the left part (the negative part)u30

− and the right part (the posi-
tive part)u30

+. |u30
−| > |u30

+| indicates that the calligrapher pushed the brush
harder in the left part than in the right part. It is the same for the vertical direction.
Therefore, stress variation in horizontal sh and in vertical sv can be designed as:
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sh =
u30

+

u30
+ + u30

− , sv =
u03

+

u03
+ + u03

− (8)

Value of (x− x̄)(y− ȳ)2 indicates the extension in the vertical direction. In the
same way, it is divided into u21

+ and u21
−. u21

− < u21
+ indicates that that the

calligrapher slanted more in the bottom part than in the top part. Therefore,
the balance slant in horizontal bh and in vertical bv can be written as:

bh =
u21

+

u21
+ + u21

− , bv =
u12

+

u12
+ + u12

− (9)

6 Visual Verification

Key issue of Calligraphy verification is to extract and model different writing styles
by different calligrapher. We organized the above 10 features as a feature vector.

6.1 Writing Style Modeling

Not all the features can characterize an individual calligrapher’s particulari-
ties, namely the writing style. A feature that characterizes one calligrapher’s
writing style may not characterize another calligrapher’s writing style. So we
employ Gaussian distribution model, as shown in Fig.4, to select suitable fea-
ture to build individual calligrapher’s writing style. The selection follows the
two steps:

Fig. 4. Gaussian distribution model

First, for each feature fi, extract and compute the average value ui and the
variance σi of all the characters written by different calligraphers. Then compute
its average value x̄i of characters written by an individual calligrapher. A feature
is selected as characterizing feature if it satisfies the following formula:

|xi − u| > λ × σi (10)

where λ = 1.5 is a threshold. The corresponding physical meaning is: For feature
fi, if a individual calligrapher’s feature value falls in the low probability area of
the Gaussian distribution model, then it indicates that this feature is not a
common feature for most calligraphers. It represents an individual calligrapher’s
particularity and so is selected as characterizing feature.
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6.2 Problematic Character Detecting

After the individual calligrapher’s writing style is modeled, the next step is the
comparison of the suspicious and the genuine. Still Gaussian model is employed
but with different data. Let σi be the variance of feature fi for all the characters
written by the same writer. A suspicious feature xi is a forgery feature when:

|xi − x̄i| > λ × σi (11)

where λ = 2.1 is a threshold. The probability of accepting a suspicious character
c as a genuine is defined as:

p(c) =
1
m

m∑
i=1

p(xi), p(xi) = 2 ×
∫ t=∞

t=xi

1√
2πσ̄i

exp(
(t − x̄i)

2

2σ̄2
i

)dt (12)

where m is the total number of characterizing features of an individual calligra-
pher. If the accepting probability is less than a threshold, then the character is
marked as a problematic character.

7 Experiment and Evaluation

In the experiment, we use real calligraphy data of Changshuo Wu, a famous
calligrapher in Qing dynasty, as a representative test. We obtained 86 Chang-
shuo Wu’s genuine calligraphy works and 68 Changshuo Wu’s forged instances
collected from the market and identified as the forgery by the calligraphy and
painting identification center in Zhejiang University. The experiment data con-
sists of 3 databases: Database 1 (Db1) is originally built for our early research of
calligraphy character retrieval, which contains 12066 genuine calligraphy char-
acters written by different calligraphers in different dynasties. Database 2 (Db2)
and Database 3 (Db3) are currently built for the test. Db2 contains 706 Chang-
shuo Wu’s genuine calligraphy characters, and Db3 contains 502 Changshuo
Wu’s forgeries characters.

7.1 Experiment

The input is a suspicious page, and the output is the accepting probability and
the detected evidences. First, the input suspicious page image is segmented into
individual characters. For each character, features on character level and stroke
level are extracted and compared with the genuine’s to detect problems and
compute the total accepting probability, which can be written as:

P =
n∑

i=1

wi × p(ci) (13)

where wi = 1
n is a weight for the character. Fig.5(a) shows a verification example

for a suspicious page that claimed to be changshuo Wu’s. A user can click each
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Fig. 5. (a) A verification example with problematic characters marked with blue
minimum-bounding box. Reject: P < 20%, Probably reject: 20% < P < 40%, Neutral:
40% < P < 60%, Probably accept: 60% < P < 75%, Accept: P > 75%. (b)Screen-shot
of browsing the genuine works, with a blue minimum-bounding box mark out where a
specified genuine reference character comes from.

Fig. 6. Screen-shot of evidence show example. The top one is a problematic character
and beside it is the problematic features. Contours of the problematic stroke and the
corresponding genuine stroke references are marked in green.
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character that marked with blue box to see the detail evidences. For example,
if the first character in the first column is clicked, then a new page is pop up to
present the evidence as shown in Fig.6.

If a user wants to know further about where an alleged genuine character
comes from, then page retrieval can be done according to the map between the
raw data and the feature data. For example, if a user want to know where the
alleged last character in the first reference row in Fig.6 comes from, then with a
click a new page will pop up to present its original works as shown in Fig.5(b) .

7.2 Evaluation

False accepts ratio and false rejects ratio are employed to evaluate the perfor-
mance. If all suspicious are accepted as the genuine, then definitely the false
reject ratio is 0% while the false accepts ratio is 100%. And if all suspicious are
rejected, then the false reject ratio is 100% while the false accepts ratio is 0%.
Both low false accepts ratio and low false rejects ratio are what we’re trying to
reach. But there is a tradeoff.

In order to find a balance, we draw an error tradeoff curve. For a suspicious, if
the total accepting probability P > threshold, then it is accepted as a genuine.
Else, it is rejected as a forgery. For a fixed threshold, we repeat the test 20 times
with each time inputting a different suspicious page image, and compute its
average false accepts ratio and false rejects ratio. Then we change the threshold
and repeat the test. Fig.7 gives the comparison of tradeoff curves when using
stroke based features and when using both stroke-based and character-based
features.

Fig. 7. Error tradeoff curves of when using stroke-based features (SF ) and when using
features of both stroke based and character based (SCF )

8 Conclusion and Future Works

In form and feature, the forged and the genuine grew like the twins difficult to
identify. This paper is a pioneer in giving objective measures to detect subtle
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problems and offer detailed evidences for historical calligraphy verification. The
measures are straightforward and simple, whereas the approach can be a refer-
ence for the analysis and the retrieval of other media objects, which share the
same problem of feature selecting and measuring. The experiment is preliminary,
yet it gives a clear idea about what can be achieved by objective measure for
historical Chinese calligraphy verification.

Our future work includes designing objective measures on the level of page
image, finding more features that can characterize calligrapher’s particularities,
and enlarging the database especially the faked data with the target is to explore
low error rate.
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Abstract. In this work we present an approach to capture the total semantics in 
multimedia-multimodal web pages. Our research improves upon the state-of-
the-art with two key features: (1) capturing the semantics of text and image-
based media for static and dynamic web content; and (2) recognizing that 
information goals are defined by emergent user behavior and not statically 
declared by web design alone. Given a user session, the proposed method 
accurately predicts user information goals and presents them as a list of most 
relevant words and images. Conversely, given a set of information goals, the 
technique predicts possible user navigation patterns as network flow with a 
semantically-derived flow distribution. In the latter case, differences between 
predicted optimal and observed user navigation patterns highlight points of 
suboptimal website design. We compare this approach to other content-based 
techniques for modeling web-usage and demonstrate its effectiveness. 

Keywords: web usability, multimedia semantics, information foraging. 

1   Introduction 

The mission of many educational and business websites is to deliver on-demand 
information. The usability of a website depends on how easily a user finds what they 
want—the user’s information goals. Stated another way, a website is highly usable if 
its content pages—pages which are likely to contain information goals—are readily 
accessible. Improving website usability thus depends on accurately identifying 
prominent information goals. By enumerating information goals for frequent user 
sessions, the web designer can refactor the website design, making content pages 
easily accessible to users. Furthermore, given a set of information goals and the 
website structure, one can simulate the flow (traffic) pattern of users attempting to 
satisfy the information goals. The user flow can then be visualized and/or compared 
with the shortest path that satisfies the goals, revealing potential points of sub-optimal 
website design. 

Prior research [11] in information foraging theory asserts that users typically 
navigate towards their information goal by following link cues, which are fragments 
of information within or near hyperlinks and relevant to the user’s information goal. 
A cognitive theory based web-page usability inspection tool based on [11] is 
                                                           
* All authors contributed equally. 
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presented in [1]. Another work [3] presents two algorithms: one discovers information 
goals from user sessions and the other predicts probable user flow, given a set of 
information goals. Both algorithms are based on spreading activation theory [2] 
which stipulates that cognitive processes, such as memory recall, are imprecise and 
non-isolated, triggering a cascading recollection of semantically related subjects. This 
theory is modeled using network flow methods [13], where the nodes of a network are 
primed by an activation weight, and neighboring nodes are recursively activated with 
iteratively decreasing weights. In the context of web usage, user flow is directly 
analogous to activation weight. Nodes which have a large number of incoming edges 
(fan-in) receive activation weight contributions from many sources, and therefore 
indicate important nodes. In this context, it should be noted that works such as [4] 
demonstrate that a better understanding of web usage can be obtained by combining 
web usage mining with web content and structure.  

The state-of-the-art is unsatisfactory in two ways. First, most approaches rely 
heavily on textual information as the only significant source of semantics and 
hyperlinks as the only means of semantic relationships. Because of this limitation 
both non-textual links and dynamic content are disregarded in analyzing user flow 
and the contribution of image-based semantics is ignored. Second, important pages 
(content pages) are assumed to be predefined as a consequence of web design. This 
assumption causes the following two significant problems: (1) the contribution of user 
context and emergent or exploratory behavior on information goals is missed and (2) 
pages with a large fan-in unduly influence information goal discovery and user flow 
prediction. The latter problem which severely hampers current techniques, such as 
[13], essentially occurs due to the inherent assumption that web site design drives user 
behavior more than content or user context.  It is interesting to note this contradiction 
from the fundamental assertions of information foraging theory.  

This paper presents an approach to capture the total semantic contributions of 
multimedia web pages and for predicting user flow over text and non-textual links as 
well as other interface modalities, such as HTML form queries and script-driven 
interfaces. The proposed method incorporates a semantic representation which allows 
for a dynamic automated discovery of content pages. This differs from the network 
flow model for information goal discovery, and thereby avoids static website design 
dependencies. For user flow prediction, this method improves upon the network flow 
model by including a semantic cue factor which re-aligns network flow towards 
content-driven behavior. Visualization of predicted user navigation patterns can then 
indicate problems in web usability, by showing information goals in the context of the 
current web structure. The efficacy of the proposed technique in accurately 
identifying information goals and predicting user navigation habits illustrates that 
accounting for semantics across multiple media leads to a demonstrably better 
understanding of user behavior.  

The remainder of the paper is organized as follows; Section 2 starts with an outline 
of the key problems involved in developing an understanding of website semantics. 
We then describe a model of multimedia websites used in our approach and discuss 
how the multimedia content of web-pages contributes to the relationships and 
attributes in this model. The section concludes with a discussion on how these 
relationships identify information goals for a user session and also how the model 
predicts user flow for a given set of information goals. Section 3 covers experimental 
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evaluations and is comprised of three different experiments: (1) a user study which 
evaluates the effectiveness of the proposed approach in capturing accurate 
information goals; (2) a goal relevancy comparison to the IUNIS algorithm proposed 
in [3] and another user study directly comparing the information goals predicted by 
both the proposed method and IUNIS, and (3) an evaluation of the benefits from 
multimedia/multimodal analysis over unimedia-unimodal analysis, which also 
demonstrates a typical use case for the system and the visualization of user flow. 
These evaluations are performed on the SkyServer [14] website, which is a large 
(~40TB) multimedia and multimodal site. The SkyServer site is designed to educate 
the public about astronomy and to serve the data needs of the astronomy community 
by offering direct access to all the data collected from the Apache Point Observatory 
in New Mexico. 

2   The Proposed Approach 

The essential tasks in finding user information goals for a particular user session are 
as follows: finding meaningful semantic relationships (how information goals are 
interconnected), representing total semantic information for all media (what to look 
for), and discovering content pages (where to look).   

2.1   Modeling Hyperlinked Multimedia Semantics 

We model web pages as containers for media objects, which are classified as text, 
images, and links. The model associates semantic annotations, which are modified term-
frequency/inverse-document-frequency (TFIDF) vectors with media objects. Images are 
described by texture-color vectors, which are described in detail in section 2.4. 

 

Fig. 1. A sample of the proposed semantic multimedia website model, showing meaningful 
semantic relationships and interoperability over dynamic and static content 

As shown in Fig. 1, the links establish semantic relationships between the web 
pages. The figure also shows that parametric dynamic content may generate a number 
of views of the data, which manifest as web pages. For example, as shown in Fig. 1, 
web page A is the parent page for the web page B and any instance of the dynamic 
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content X, Y, or Z. If an image in B were to also appear in Z, then there would be an 
image semantics-based relationship between B and Z.  Therefore the information from 
both pages B and Z would contribute to the semantics of this image. 

2.2   Parent-Child Relationships as Strong Semantic Relationships 

The first challenge in finding information goals is to determine how information is 
organized within a given website. Close relationships between pages in a user session 
give strong indications of what a user may be looking for. Many web sites have 
exceedingly interconnected pages; some links are semantically meaningful while 
others address usability issues. Common usability best practices include: offering a 
link to the home page on every page, providing a link so users can return to whence 
they last browsed, or showing a site map so a user can jump to any point in the overall 
organization of a subsection of the site. These links, in general, don’t semantically 
relate the concepts of two web pages, and therefore need to be discounted when 
evaluating semantic relationships.  

On the other hand, web sites are often organized from very broad and general 
introductions, down to specific information. For example, a university website may 
start with general information of the campus, and then link to a page on academic 
departments, which in turn links to a list of faculty, which finally links to the page 
about a particular professor, which lists research interests, office hours, location, and 
contact information. These parent-child relationships are strong semantic relationships 
and therefore deserve special attention. Our approach identifies the website’s parent-
child relationships by traversing the links by breadth-first-search. If multiple parent 
pages link to the same child page, the child is clustered with the most semantically 
similar parent. This method preserves the semantic relationships between parent and 
child pages while discriminating links which exist for usability issues alone.  

The rationale for finding strong semantic relationships is to capture total media 
semantics as the user would perceive it. To capture total media semantics given 
parent-child relationships between pages, the semantics associated with a parent page 
should include a fraction of each of the child page semantics. In our approach, the 
fraction of semantic back-annotation is proportional to the semantic similarity of the 
two pages. If the web page organization is such that there is no true parent-child 
relationship between two linked topics, then there should be no appreciable semantic 
similarity between the pages, and no back-annotation would occur. 

2.3   Evaluating Multimedia Semantics 

Once the strong semantic relationships are identified, the evaluation of multimedia 
semantics can begin. First we retrieve the web pages from the website. Dynamic 
content requests which culminate in an HTTP GET request are recorded in the usage 
logs. Therefore the results can be reconstructed and analyzed as if it were static 
content. Next, we decompose a webpage into its media components. Webpage 
structure is directly analyzed to separate navigational and ornamental motifs from the 
most conspicuous or “main” region of the web page. When applicable, the content of 
the “main” region is used for all semantic evaluations. The two most frequent media 
for most websites are text and images and therefore we focus on these two media in 
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our analysis. Textual content is analyzed using a grammarless statistical method, 
which includes stemming and stop word filtration. This simple method enables the 
analysis of very large websites, using limited computing resources, in a reasonable 
amount of time. In the course of this research, several analysis techniques have been 
empirically evaluated: term-frequency/inverse-document-frequency (TFIDF) [12] and 
latent semantic analysis (LSA) [8], as well as combinations of TFIDF and LSA. Of 
these, one variation of TFIDF is satisfactorily found to approximate the semantic 
content with the least computational expense. This version of TFIDF (which we call 
DTFIDF) uses a dynamic background document set. This background set is 
comprised of pages that meet three criteria: they are part of the website, they are 
semantically similar to the page of interest, and they link to, or are linked from the 
page of interest. This helps avoid the unwanted contribution of terms with overloaded 
semantics by using a smaller, relevant document set as a background set. The 
semantic annotation of a media object is represented by a DTFIDF-weighted term 
frequency vector.  

To calculate the DTFIDF-weighted term frequency vector for a document (web 
page), let the document d be represented by a normalized term frequency vector (tf) 
which has a non-zero value for each term t in d. Let D be the set of all documents in 
the document collection (web site). Let N be the set of documents in D such that each 
document e in N has a similarity measure rde  k with respects to d and there exists a 
link between d and e. The value k is an empirically-determined constant threshold. 
The dynamically-calculated inverse-document frequency (idf) is as follows: 

{ }⊂∈
=

etNee

N
idf

,
log  (1) 

Our next goal is to characterize the information represented through images. Image 
semantics are challenging to ascertain because of the complexities of visual analysis 
and interpretation. One leading concept, in this context, is the use of image ontology 
[7], [10] to map semantics to images. The greatest challenge in developing an image 
ontology lies in finding ways to automatically annotate images. Fortunately, many 
websites include images for purposes of illustration, and augment the image with 
some text information. By taking advantage of webpage substructure, we can isolate 
proximal text which can then be used to annotate images. 

There are two challenges associated with extracting image annotations from 
websites. The first is related to the emergent nature of image semantics; the same 
image may be used in multiple contexts and have multiple meanings. Second, the 
image may serve only layout or navigational purposes and not have any relevant 
semantic contribution to the pages on which it is located. To resolve the first 
challenge, the semantic annotations of identical images are summed, regardless of 
where they occur in the website. Images which aren’t meaningful tend to be re-used 
often and for unrelated topic. In these cases, the entropy of the associated semantics 
of each image is measured. Images whose semantic annotation entropies exceed an 
empirically-determined threshold are cleared of any semantic annotation; these 
images are meaningless with regards to identifying user information goals. 
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2.4   Image Content Analysis and Semantic Associations in Image Clusters 

Image content provides semantic value, and similar images may have semantic 
similarities as well. Therefore it is necessary to analyze the image content. We 
analyze images by first segmenting the images and then performing color and texture 
analysis on each segment, which results in a feature vector for each image segment. 
We use the JSEG [5] color/texture analysis system to identify textures within the 
image. An example showing the heart of a celestial phenomenon and its coronas is 
shown in Figure 3. Texture characterization is done with Grey-Level Co-occurrence 
Matrices (GLCM) [6]. We use eight vectors as the offset parameter for GLCM, and 
measure four statistical analyses for each co-occurrence matrix: energy, entropy, 
contrast, and homogeneity.  In addition, we generate a low-resolution color histogram 
for each texture. Relative size, energy, entropy, contrast, homogeneity, and the color 
histogram are combined to create a feature vector to describe an image segment.  

 

Fig. 2. Texture Segmentation on an image of a galaxy is the first step towards texture-color 
image feature extraction. Images are clustered by feature similarity. Commonly shared 
semantics in a cluster contribute more to information goal prediction. 

Image similarity is measured through the normalized sum over segment similarity. 
Images are then clustered by similarity and each cluster is analyzed for frequently co-
occurring terms in the semantic annotation of each image. Then, these terms are 
proportionally weighted. For example, the SkyServer website offers images of 
galaxies which share a high degree of similarity. These images often share the term 
galaxy in their semantic annotation, which is then given greater importance. Images 
of galaxy clusters are also similar to one-another, and are annotated with the terms 
cluster and galaxy, with cluster being more frequent than galaxy. Therefore, the term 
cluster is weighted more heavily than galaxy for the annotations which contain 
occurrences of cluster. 

2.5   Dynamic Content Page Discovery and Information Goal Extraction 

The current state-of-the-art takes the web designer’s perspective that content pages 
are static as consequence of web design. We take a fundamentally different approach 
and assert that content pages are dynamic and relative to the user’s information goals 
and the pages that the user had visited (in the session). Websites are generally 
organized so that users can drill down from pages with less specific information to 
pages with more specific information. A page with precise information (e.g. a page 
about a specific professor) is most likely to contain information goals. However, users 
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are free to traverse this hierarchy in many ways, foiling a designer’s efforts to guide 
them. Measuring the semantic entropy of a given page gives the inverse of the 
specificity of the page. If a user follows a series of pages with monotonically 
decreasing entropy, then the web page at the local minima of entropy is likely to 
provide one or more information goals. These pages with low semantic entropy are 
identified as content pages. Every page in the user session may contribute towards a 
user’s information goal prediction, but content pages are weighted to have a stronger 
contribution. Equation 3 shows the formula for the Shannon entropy of a semantic 
annotation x, being a term-frequency vector consisting of a set of term (t) and 
normalized frequency-count (ct) pairs using DTFIDF.  

( )
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Information goals are extracted as a subset of the semantic information of web 
pages visited in a user session using both text and image information. The semantic 
contribution of each page is considered, with a greater weight placed on the semantic 
contribution of content pages. The term list is sorted first by page navigation order, 
and then by weight. Twenty most important terms are then used to form the basis of 
the predicted information goals. Images that are seen in the user session and have a 
semantic contribution towards the top 20 terms are also included, completing the 
predicted multimedia information goals. 

2.6   User Flow Prediction and Implications on Usability 

User navigation can be modeled as a network flow where the user may either leave 
the site or visit a different page of the website. Given a set of information goals, our 
model uses the semantic annotation to generate a probability distribution of user flow. 
The distribution asserts that links which are likely to lead to a page which satisfies a 
information goal are more probable than links which do not appear to satisfy a 
information goal. The criteria for a link which is likely to result in goal satisfaction 
are: (1) the link is associated with text or image semantics which is relevant to a goal; 
or (2) the linked page is semantically relevant to a goal. 
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Users forage for their information goals by following information cues, which are 
bits of semantic information within (or near) a hyperlink. For a given set of 
information goals (G) and a given page with a set of links (L), each link (l) associated 
with semantic information (Sl), we can create a probability distribution which predicts 
the user flow to the linked page (Pl). The information cue probability (p(l0)) for a 
particular link (l0) is the probability a linked page will contain or lead to an 
information goal, is calculated as average of the link cue and the semantic cue. The 
link cue is the normalized sum of DTFIDF frequency counts of the terms that are 
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present in both the link semantics and the information goal. The semantic cue is given 
as the distance of the goal semantics and the linked page.  

The user flow is computed by simulating users through an activation function A(t) 
as shown in equation 5. The total percentage of users at a given time in a page 
depends on total information correlation value for all the links pointing to the page. 
The dampening factor α represents the probability of the user leaving the website 
from any given page. The matrix I represents the information cue matrix where the 
rows of the matrix represent a set of links from a web page. Each element of the row 
is calculated as the information cue probability described in equation 4. E simulates 
users flowing through the links from the entry (or start) page of the usage pattern. The 
initial activation vector A(1) = E. The final activation vector, A(n), gives the 
percentage of users in each node of the website after n iterations. 

EtIAtA +−= )1()( α  (4) 

For each user session in a usage pattern, the algorithm computes the shortest path 
which covers all information goals in the predicted order. Our underlying assumption 
is that the shortest path represents the most optimal (direct) path to the desired 
information goal. User sessions which fit the predicted user flow are considered to 
have similar information goals, and are therefore fit for comparison. Comparing these 
sessions with the optimal shortest path provides an analysis of website design. If the 
user navigation patterns diverge from the optimal path, then there may be design 
problems at the point(s) of divergence. 

3   Experiments and Results 

The evaluation consists of three different experiments: (1) a user study which 
evaluates the effectiveness of the model in capturing accurate information goals, (2) a 
goal relevancy comparison to the IUNIS algorithm [3] and another study directly 
comparing the information goals predicted by both the proposed system and IUNIS, 
and (3) an evaluation of the benefits from multimedia-multimodal analysis over 
unimedia-unimodal analysis. Included here is a typical use case for the system and the 
visualization of user flow. These evaluations are performed on the SkyServer website 
[14] website, which is a large (~40TB) multimedia and multimodal website. The 
SkyServer website is designed to educate the public about astronomy and to serve the 
data needs of the astronomy community by offering direct access to all the data 
collected from the Apache Point Observatory in New Mexico. 

3.1   Evaluation of User Information Goal Discovery  

To evaluate the correlation between predicted information goals and users’ 
information goal, a user study was conducted with 8 participants, none of whom were 
familiar with our research. Ten frequently recurring user sessions were selected from 
the usage logs and analyzed using the proposed approach, generating ten sets of 
predicted multimedia information goals. Four sessions were selected from the ten, and 
each of the web pages for these sessions were printed and bound in chronological 
order, producing four booklets. Each user was asked to read three of these web 
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session booklets, one-at-a-time, and for each booklet the user was asked to compare 
the information they just read to the 10 sets of predicted information goals. Each user 
was then asked to determine which predicted information goal best describes the 
information of the given booklet. Overall, the users agreed with the information goals 
predicted by the proposed approach 15 out of 24 times. The t-value for 15 agreements 
for a binomial distribution where n=24 and p=0.1 is 42.0, which strongly rejects the 
null hypothesis of no correlation. Therefore, we conclude that it is likely that there is a 
strong correlation between the predicted goals and the users’ information goals. It 
should be noted that of the 9 incorrect answers, 5 were due to confusion with a very 
similar set of information goals which shared 60% of the terms, and 25% of the 
images with the predicted set of information goals. 

To cross-evaluate the previous question, users were also asked to rank all 10 sets of 
goals on a Likert scale from 1 (not relevant) to 5 (highly relevant) with 3 (neutral) as 
the mid-point. We tested for systemic bias in the study by measuring mean pair-wise 
Pearson’s correlation of answers for each booklet and found a low correlation 

between answers ( 280.0,483.0,233.02 === sxx ), indicating no significant systemic 
bias. Users scored the proposed approach’s set of goals high, ( 824.0,38.4 == sx , out 
of 5) compared to all other sets of goals ( 160.0,56.2 == sx ), indicating that the 
proposed approach predicts distinguishably relevant information goals for a given 
user session. 

We next compared goal analysis from IUNIS [3] with the proposed approach over 
the same ten user sessions from the user study. For each user session, the top five 
terms of the information goals predicted by IUNIS were compared with the top five 
terms of the information goals predicted by the proposed approach. As seen in table 1, 
the top 5 terms score up to 47.6 times more strongly by the proposed approach than 
by IUNIS; the mean increase in term relevancy is 24.6 times ( 23.18,58.24 == sx ). 

Table 1. Comparison of the Relevance Scores for the Top 5 Goal Terms for IUNIS vs. the 
Proposed Approach Reveals a Mean 24.6 Times Improvement 
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3.2   Evaluation of Multimedia and Multimodal Analysis 

This experiment evaluated the effectiveness of text-and-image analysis versus text-
only analysis. The evaluation focused on nine user sessions where graphics provide a 
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significant contribution to web content. Figure 3 shows the first user session; the other 
user sessions were identical except for the last page, which correspondingly were 
page1.asp to page6.asp, ngc.asp, abell.asp, and messier.asp, respectively. In these 
sessions, the user visited pages that have thumbnail images of galaxies, spirals, 
clusters, and so on with the last page displaying specific annotated image examples of 
these celestial objects. 

 

     Fig. 3. User Session with Text and Image Media 

The text-only model was found to undervalue image semantics leading to the 
names of the featured galaxies not appearing in the information goal, despite the 
prominent captions. In contrast, the multimedia model captured image relevance, 
ranking the galaxy names in the top 20 information goals, while preserving the 
content and rankings of the top 5 terms as discovered in text-only analysis. Moreover, 
due to the semantic association of similar images, the top terms showed an improved 
relevance score, skewing the relevance curve towards the most important terms. The 
mean relevance improvement was found to be 4.1 times ( 49.1,13.4 == sx ).  

The final evaluation is meant to demonstrate the ability of the proposed approach 
to predict user flow through multiple modalities, specifically hyperlink browsing and 
script-enabled dynamic content (a simulation of a virtual telescope, allowing the user 
to view different areas of the night sky). The session shown in Figure 4 considers a 
typical use case: the user first browses through the static pages and then interacts with 
the script-enabled dynamic content in the third page of the session. The proposed 
approach captures the information goals for all pages in the user session, regardless of 
the interaction mode. As shown in Figure 4, the proposed approach predicts a non-
zero probability for user flow towards the dynamic content page, which is a capability 
not available to the current state-of-the-art approaches. 

 

Fig. 4. User Session with dynamic content access 

In Figure 5, the lines represent hypertext links and the nodes represent web pages. 
The figure shows the user flow (orange solid line), the user session path (green dotted 
line), the shortest path (blue broken line) and the red bar representing the user flow 
probability computed by the system. Selecting a node shows a thumbnail image of the 
page and the URL.  

Base URL: http://skyserver.sdss.org/dr1/en/ 

1: default.asp 

2: /tools/places/default.asp 

3: /tools/places/page2.asp 

4: /tools/explore/obj.asp?ra=221.546&dec=-0.223 

Base URL: http://skyserver.sdss.org/dr1/en/tools 

1: default.asp 

2: places/default.asp 

3: places/page1.asp 
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Fig. 5. User flow diagram shows the given user session with dynamic page content access 

4   Conclusion 

In this paper we presented a new approach for capturing total semantics in multimedia 
web pages and demonstrated how the method can be used to identify user information 
goals and predict user flow using a network flow methods. Two key contributions of 
our research are: (1) an algorithm for dynamic content page identification and 
assimilation for information goal discovery and (2) a semantically determined (over 
multimedia content) probability distribution which works over multimodal interfaces 
for user flow prediction. User study evaluation of this model shows that the model 
predicts accurate information goals for a given user session with a mean of 24.6 times 
greater relevance than the current state-of-the-art. This remarkable improvement is 
due to a fundamentally different approach to localizing semantics and dynamically 
aligning web page semantics and user navigation. Experimental studies underline the 
significant improvements brought about by capturing semantics over multimedia 
content. Finally, we presented a mechanism to predict user flow over rich multimodal 
interfaces for website dynamic content. In conclusion, this research provided 
compelling and exciting evidence towards the usefulness of characterizing 
multimedia-multimodal semantics in context of analysis of web usability. 
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Abstract. Powerful video data models and querying techniques are required to 
retrieve video segments from the video archives efficiently. Structure of video 
data model and types of video queries may change depending on an application. 
In this paper, we present a video data model and wide range of query types con-
sidering needs of surveillance video applications. In the video data model, 
metadata information, automatically extracted moving objects, events and ob-
jects’ positions are considered. The query set based on our video data model in-
cludes semantic queries, spatial queries, regional queries, size-based queries, 
trajectory queries, and temporal queries. With the developed web-based pro-
gram, all of the queries can be processed over Internet and their results can be 
played with streaming technology. With our developed system, the functionality 
of surveillance video archives is increased.  

1   Introduction 

With the development of recording technologies, the use of surveillance cameras 
increases around us. We can see surveillance cameras at shopping centers, airports, 
banks, embassies, museums, schools etc. The video records of those cameras are 
captured and archived to retrieve important segments later. Retrieving desired seg-
ments instead of watching all videos makes the jobs of the security workers, police-
men, detectives, or insurance firms’ easier and faster. To access related video seg-
ments immediately, video data model and query algorithms should be designed and 
developed efficiently and effectively. In addition, graphical user interfaces for query-
ing surveillance video archives should be designed by regarding users’ needs. We 
propose a video data model and querying algorithms and have developed a web-based 
query tool to address the surveillance video archives’ requirements.  

Most of the video surveillance systems concentrate on the automatic data extrac-
tion problem such as moving object extraction, object classification, object identifica-
tion, object trajectory finding or activity classification [3, 5, 8, 9, 10]. In [9], moving 
objects are extracted with background subtraction methods and identified with color 
and texture parameters. With the help of HMM, object’s trajectories are trained to 
classify object behaviors into normal or abnormal events. In [9], object identification 
and event detection aspects are limited and erroneous. Whereas in [5], IBM smart 
surveillance engine detects moving objects, tracks multiple objects, classifies objects 
and events, and then executes event based queries. Similar to this study, in [8] video 
sequences are retrieved only event based queries. In [5, 8], supported queries are 
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limited and video data models and query interfaces are not addressed.  In another 
point of view in the surveillance video studies is the cooperation of multiple camera 
outputs to track moving objects [3, 10].  In these studies, moving object trajectory 
queries are executed using SQL tags which are not easy to use.  

The main contributions of this study are as follows: 1) designing a video data 
model for surveillance videos; 2) enhancing existing query types; 3) applying query 
types on surveillance video archives; 4) designing efficient query algorithms; 5) de-
veloping easily usable query user interfaces and accessing to the system over Internet.  

Our surveillance video modeling and querying system is called SURVIM which 
models the metadata information, the moving objects, events, and spatial positions of 
the objects. These entities are extracted automatically by using a software tool [9]. 
SURVIM presents users a very rich query set including semantic queries, temporal 
queries, spatial queries, regional queries, size-based queries, and trajectory queries. In 
the semantic queries, objects and events are queried with time interval information. 
With the size based queries, users can retrieve objects according to their sizes. In the 
temporal queries, users can query the temporal relations among events and objects. 
The other queries are related with the object positions. More specifically, the spatial 
queries retrieve spatial relations among objects and the regional queries asks for the 
objects by their positions on the video frames, and the trajectory queries allow users 
to query the moving objects’ paths. We also support conjunctive queries that contain 
multiple query expressions in the same type.   

The rest of this paper is organized as follows: Section 2 describes SURVIM archi-
tecture. In Section 3, our video data model is presented and in Section 4, supported 
queries and their algorithms are described with examples. Conclusion of our work and 
future research directions are given in Section 5. 

2   SURVIM Architecture  

SURVIM architecture consists of surveillance cameras, video storage server, data 
extractor, video database model, query processor, and user interfaces as shown in 
Figure 1. Raw video files are captured from real time surveillance cameras, after that 
they are compressed and stored in the video storage server according to their location 
information. Video name is given by combining of date and time information of the 
captured video. Captured video file is also sent to the data extractor part, which com-
poses of metadata extractor, moving object extractor, and stationary object extractor 
subparts. Data extractor gives following attributes of the video file: location, descrip-
tion, date, time, moving objects, stationary objects, events, and spatial positions of the 
objects. All of the extracted attributes are indexed in a database by using our video 
data model. In the query processor part, there are number of query algorithms which 
process query specifications over the model. The query specifications are entered into 
system via query user interfaces and sent to query processor part. After processing the 
given query conditions, the query processor sends query results to the user interfaces. 
If users want to play the retrieved video clips, then clips are streamed into the user’s 
computer. 
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Fig. 1. The Architecture of SURVIM 

We have implemented the video data model, the query algorithms, and the user in-
terfaces using Java. For each query type, there are different user interfaces for speci-
fying different characteristics of the query types. Query results in the video clip type 
are streamed to users with the help of Java Media Framework. 

3   Video Data Model 

Semantic video data models aim at accessing quickly to video segments having im-
portant events or objects [1, 4, 6]. Our video data model captures metadata informa-
tion, events, objects and their relations as shown in Figure 2. Descriptions of the 
classes are as follows:  

• Video Metadata: We keep following video attributes: VideoId, VideoName, Cate-
gory, Description, Date, Time, Location, Length, and VideoUrl. Metadata infor-
mation can be extended according to different kinds of surveillance applications. 
In our model, each video must have a unique video identity number, which is 
given from the database automatically. Video metadata class is associated with 
other classes with ‘VideoId’ attribute to represent the entity’s own video.  

• Time Interval: Time interval specifies a moving object’s entering and exiting time 
points and an event’s starting and ending time points. There can be one or more 
objects in a certain time interval and all of the objects in the time interval are kept 
in ‘Object List’. If an event occurs in a time interval, then the name of the event is 
kept in ‘Event’ field in the data structure. Each time interval must have a unique 
‘IntervalId’ in the own video. 

• Event: Event is object behavior such as walking, running, packet breaking, etc. An 
event occurs in a time interval, so each event should have at least one time interval 
that is represented with ‘IntervalId’ of the time interval. One event can happen in 
the different time intervals; therefore, we keep all time intervals’ ids in ‘Time In-
terval Linked List’. In an event, there can be one or more objects that are kept in 
the ‘Object Linked List’.  



 Online Surveillance Video Archive System 379 

each position

1..* 1

1..*

belongingVideo

1..*

Location

LocationId
VideoId
Top-Left X
Top-Left Y
Bottom-Right X
Bottom-Right Y

1..*

1

object positions 

1..*

MovingRegion

RegionId
VideoId
ObjectName
Time List
Location List

1..* 1

belongingVideo

1..* 1..*

objectInterval
1..*

1..*

1..*

belongingVideo
1..*

belongingVideo

1..*

Video-Metadata

VideoId
VideoName
Category
Description
Date
Time
Location
Length
VideoUrl

1..*1..*

1..*

1..*

1..*

Object

ObjectId
VideoId
ObjectName
TimeInterval List
RegionList
EventList

1

1..*

1..* 1..*

object Behaviour

1

event Interval1..*

TimeInterval

IntervalId
VideoId
StartTime
EndTime
Event
ObjectList

1..*

1..*

1..*

1..*

0..1

Event

EventId
VideoId
EventName
TimeInterval List
ObjectList

1..*

1..*

1..*

1

1..* 0..1

 

Fig. 2. Video data model in UML 

• Object: Objects should be associated with time intervals that are kept in ‘Time 
Interval Linked List’. One object can be seen in different events, all events con-
taining the object are kept in ‘Event Linked List’. According to our model, an ob-
ject must have different moving regions in different time intervals and all moving 
regions of the object are kept in ‘Region Linked List’.  

• Moving Region: Moving region consists of a sequence of spatial locations that are 
taken in every considerable movements of an object during the object’s appearing 
time interval. We keep spatial locations in the location class and all of the loca-
tions in a moving region are kept in ‘Location Linked List’. ‘Time Linked List’ 
stores the times of the frames at which spatial locations are taken.  

• Location: The position of an object on a frame is represented with a minimum 
bounding rectangular that covers the object’s top-left point and bottom-right point. 
These two points are stored in the location class.  

4   Querying 

SURVIM mainly supports the following query types: semantic query, regional query, 
spatial query, spatio-temporal query, temporal query, and size-based queries.  The 
visual query interfaces are used to submit queries to the system and to visualize the 
query results. After a query submission, query conditions are processed using query 
algorithms over the video data model. In all query types, queries can be processed 
over a single video or a group of videos specified with metadata information like date, 
time and place. To specify videos, the video specification interface is used. 
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In Figure 3, the video specification interface is shown. Users can specify location, 
date for specifying single video and date interval for specifying a group of video. In 
this interface, “parking lot videos between 07/10/2006 and 07/15/2006” are specified. 

 

Fig. 3. Video Specification User Interface 

4.1   Semantic Queries 

In semantic queries, semantic entities, which are objects and events, are queried with 
time intervals. Events, objects and time intervals in the query sentences are entered 
into system via user interfaces. We support atomic queries which contain one query 
sentence and conjunctive queries which contain more than one query sentence. In 
conjunctive queries, each query is processed separately, after that the results of the 
queries are combined according to specifications. Video semantics are queried in five 
different ways:  

1. A time interval is specified by users, after that objects in the given time interval 
are queried. An example query is: “Find all moving objects between 3th and 19th 
minutes in the ‘parking lot’ videos on 07/22/2005”.  To evaluate this query, time 
intervals intersecting with the given interval are found, after that objects in the re-
turned time intervals are listed as a result. 

2. An object or an event is specified by users, and then time intervals containing the 
given semantic entity are queried. An example for such a query is:  “Find all time 
intervals in which ‘pocket breaking’ happen in the ‘parking lot’ videos on 
07/22/2005”. To evaluate this query, specified semantic entity is found, then time 
interval list of the given semantic entity is listed as a result. 

3. An object is specified by users, and then events containing the given object are 
queried. An example is: “Find all events having truck object in the traffic videos 
on 10/07/2005”. To process this query, the specified object is found and the event 
list of the specified object is listed as a result. 

4. An event is specified by users, and then objects in the given event are queried. An 
example query is: “Find all objects of abnormal events in the calculus exam vid-
eos on 01/10/2005”.  To process this query, the specified event is found, the ob-
ject list of the specified event is listed as a result. 
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5. Objects or events are specified by a user, and then videos containing the given 
semantic entities are queried. An example query is: “Find all videos in which am-
bulance is seen in traffic surveillance videos between 10/15/2005 and 
10/30/2005”. For processing this query, all videos in the specified place and be-
tween the specified date and then the specified semantic entity are searched over 
those videos.  

4.2   Size-Based Queries 

For some cases, querying the objects based on size is important. Depending on the 
application, the importance of a moving object can change according to its size. For 
example, in parking lot videos, the importance of a car and a human is more important 
than small objects like a cat or a dog. Query specifications are given into the system 
with query-by-sketch method. We support following size-based query types:  

1. Users draw a rectangle on the frame to specify the size and they ask for the objects 
having a size for smaller or bigger than the drawn size. An example query is: 
“Find all objects bigger than size S1 [80x60] from parking lot video on 
09/30/2005”. If the smaller objects are asked, objects’ sizes are compared with S1 
and smaller objects are put into the result list. Otherwise, the bigger objects are put 
into the result list.   

2. A small rectangle and a big rectangle are drawn by users to represent small and 
big sizes, and the objects having size between the given two sizes are asked. A 
sample query: “Find all objects having size between S1[20x30] and S2[50x60] 
from entrance video on 09/08/2005”. In this case, the size of the objects in the 
specified videos are compared with S1 and S2 and then objects having the size be-
tween S1 and S2 are inserted into the result list.  

4.3   Temporal Queries 

In our system, temporal queries find temporal relations among the events and objects. 
We support following temporal relations: before, during, equal, meets, overlaps, 
starts, and finishes which are calculated according to formulas in [2]. We also support 
conjunctive temporal queries that contain more than one temporal query sentence. 
Temporal query types are as follows:  

1. A time stamp and a temporal relation are specified by users, then events or objects 
satisfying the specified temporal relation are queried. An example for such a query 
is: “Find all abnormal events ‘before 17th minute’ in store videos on 06/23/2005”. 
In the processing phase, if objects are asked, objects in the specified videos are 
compared with the given time stamp by the given temporal relation. Otherwise, 
events are compared with the given time stamp. 

2. A semantic entity and a temporal relation are specified, and then events or objects 
satisfying the given temporal relation with the specified entity are queried. An ex-
ample query is: “Find all objects overlapping with crashing event in traffic sur-
veillance video on 09/03/2005”. In this case, a given object or a given event is 
found in the specified video, and then its time intervals compared with the given 
entity’s time intervals.   
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4.4   Spatial Queries   

In another type of query is the spatial query, in which spatial relations among objects 
are queried. Spatial relations can be topological such as inside, contain, cover, over-
lap, touch or directional such as south, north, west, east etc. in [7].  Köprülü et. al. 
extend these spatial relations by defining fuzzy membership functions [6]. Fuzzy 
spatial relations are useful when the spatial relation is not strictly satisfied between 
two objects. For example, a person can be left of a car with the threshold value of 0.6 
means that person can be between left of the car and bottom-left of the car and left 
relation is satisfied at least 60%. In our study, spatial relations among the stationary 
objects and the moving objects are queried. For example, a safe-box is a stationary 
object and there can be a need for a spatial query which highlights the spatial relation 
between the safe-box and any moving object. Our supported spatial query types along 
with some examples are as follows: 

1. Two objects, a spatial relation and a threshold value are specified by users, after-
wards time intervals satisfying the given spatial relation with the given threshold 
value are queried. An example query is: “Find all time intervals in which a walker 
is left of a car with a 0.7 threshold value in the parking lot videos on 07/29/2004”. 
To execute this query, common frames that both objects appear together are 
found. Fuzzy spatial operators introduced in [6] are applied on objects’ positions 
on the common frames.  

2. One object, a spatial relation, and a threshold value are specified by users in the 
query, afterwards all objects satisfying the given spatial relation with the given ob-
ject in the given threshold range are retrieved. An example is: “Find all objects 
overlapping with a safe-box with a 0.9 threshold value in jeweler store videos be-
tween 08/20/2005 and 08/30/2005”. To execute this query, the given object is 
compared with the other objects according to the specified spatial relation. 

3. Conjunctive spatial queries: With these queries, multiple spatial query sentences 
are specified by users, then time intervals satisfying all query conditions altogether 
are asked for. In the conjunctive case, each spatial query is processed separately 
then query results of the each query sentence are intersected. An example query is: 
“Find all intervals in which ‘a man is left of a car with a 0.6 threshold value’ and 
‘a car is top of the pedestrian way with a 0.8 threshold value’ in parking lot sur-
veillance videos in July, 2005”. 

4.5   Regional Queries 

With regional queries, important parts in the camera view are taken under control. 
Query specifications are entered into system with query-by-sketch method. Threshold 
value is used in regional queries when two different regions overlap partially. To 
calculate the matching degree, we use overlapping formula given in (1). 

 
          intersectedArea(Rect1, Rect2)  

        μ= 
         minimumArea(Rect1, Rect2) 

(1) 
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We support following regional query types:  

1. An object and a time interval are specified by users, and then frame positions contain-
ing the given object in the given interval are queried. A sample query is: “Find all 
positions, in which truck is seen between 3rd and 19th minutes of exit way videos on 
09/22/2005”. To evaluate this query, a specified object is found and its moving re-
gions are taken and spatial positions in the given time interval are listed as a result.   

2. An object, a position, and a threshold value are specified by a user in the query. 
Afterwards time intervals satisfying the given conditions are to be retrieved. An 
example query is: “Find all intervals where a human is seen in the position given 
by pixel values [20, 60, 100, 120] with a threshold value of 0.8 in warehouse vid-
eos on 03/12/2004”.  To execute this query, the specified object is found and its 
moving region list is obtained. Every position in the moving region list is com-
pared with the given position by using the fuzzy overlapping formula given in (1).  
If the threshold value is equal or greater than the given threshold value, then time 
of the position is inserted into the result list. 

3. A spatial position and a threshold value are specified by a user, and objects in the 
given position are queried. A sample query is: “Find all objects in the position 
given by pixel values [0, 0, 80, 60] with a threshold value 0.7 in store videos on 
07/21/2005”. To execute this query, positions of the objects in the specified video 
are compared with the given position according to formula (1). Objects overlap-
ping with the given region with equal or greater than the given threshold value are 
inserted into the result list. 

 
Fig. 4. Querying Web Browser  

Figure 4 shows the querying web browser including the regional query panel. In 
the draw panel, a red rectangle is drawn by the user and the objects passed in the red 
rectangle are to be retrieved. Results are a group of objects which can be selected for 
displaying in the video clip panel. 
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4.6   Trajectory Queries 

In the surveillance videos, a moving object follows a path during its appearing time 
interval. With trajectory queries, moving object paths are queried using fuzzy mem-
bership values. In [6], fuzzy membership functions used in a path calculation are 
defined. Trajectory query types and their examples are as follows:  

1. An object is specified by a user, and all paths followed by the specified object are 
queried. An example query is: “Find all trajectories of truck objects in the motor-
way videos on 09/18/2005”.  To execute this query, the specified object is found 
and its moving regions are taken, after that trajectory is created by connecting cen-
ter points of all the positions in the moving regions. The created trajectory is in-
serted into result list. These trajectories can be drawn for users and the interval of 
the trajectory can be played. In Figure 5, one of the object trajectories is shown 
with the start rectangle, the end rectangle and the path between them.  

 

Fig. 5. An Object Trajectory   

2. A threshold value, starting position and ending position of the desired path are 
specified in the query by a user. Afterwards all objects that follow the given path in 
the threshold range are queried. If the object follows the path strictly, then the 
threshold value of the path is 1 (one). Threshold value is less than 1 (one), when 
the object follows the specified path with some distortions.   An example query is: 
“Find all trajectories starting from the position P1 and ending in position P2 with 
a threshold value 0.5 in parking lot videos on 07/28/2005”.  Users specify the 
starting position and ending position with query-by-sketch method. To evaluate 
this query, objects’ positions are compared with P1 and P2. If the object is seen on 
P1 and the following positions are reaching position P2, we create a trajectory and 
insert this trajectory into the result list.  

5   Conclusion and Future Works 

In this paper, we present a framework for querying surveillance video archives over 
Internet. The proposed framework consists of the video data model, data extractor, 
query processor, and query user interfaces. Our video data model is designed  
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considering needs of surveillance video archives and semantic features of videos. 
Functionality of the surveillance video archives is increased with very wide range of 
query set. We have developed the system in Java Applets in order to easy access and 
use via internet browsers. Video segments are streamed into the user’s computer for 
providing security of surveillance video archives. Another important point of our 
study is the successful integration of automatic extractor tool with our video data 
model. The incoming data into our system depends on the power of the extractor tool. 
For now, the automatic extractor tool extracts limited number of events and does not 
classify objects successfully. In future, we plan to integrate our system with a more 
powerful extractor tool to increase the practice use of the system. In this paper, low 
level features such as color and velocity are not considered. In future, the model and 
the query set can be improved by adding low level features into the system.  
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Abstract. Content-based retrieval of 3D human motion capture data
has significant impact in different fields such as physical medicine, re-
habilitation, and animation. This paper develops an efficient indexing
approach for 3D motion capture data, supporting queries involving both
sub-body motions (e.g., Find similar knee motions) as well as whole-body
motions. The proposed indexing structure is based on the hierarchical
structure of the human body segments consisting of independent index
trees corresponding to each sub-part of the body. Each level of every
index tree is associated with the weighted feature vectors of a body seg-
ment and supports queries on sub-body motions and also on whole-body
motions. Experiments show that up to 97% irrelevant motions can be
pruned for any kind of motion query while retrieving all similar motions,
and one traversal of the index structure through all index trees takes on
an average 15 μsec with the existence of motion variations.

1 Introduction

Several scientific applications, especially those in medical and security field, need
to analyze and quantify the complex human body motions. Sophisticated motion
capture facilities aid in representing the complex human motion in the 3D space.
The 3D human joint data from motion capture facility helps in analysis and
comparison of the motions.

Focus of the Paper: Our main objective of this paper is to find similar 3D
human motions by constructing the indexing structure which supports queries
on sub-body motions in addition to whole-body motions. We focus on content-
based retrieval for the sub-body queries such as Find similar shoulder motions,
Find similar leg motions etc., or more regular query on whole body such as Find
similar walking human motion. Some of the major challenges in indexing large
3D human motion databases are:

– 3D motions are multi-dimensional, multi-attribute and co-related in nature;
associated segments of one sub-body (e.g. hand) must be processed always
together along every dimension.

– Human motions exhibit huge variations in speed for similar motions as well
as in directionality.

T.-J. Cham et al. (Eds.): MMM 2007, LNCS 4351, Part I, pp. 386–396, 2007.
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Proposed Approach: In our approach, we represent the positional information
of different human body joints in a motion as a feature point. Using these feature
points, a composite index structure for 3D human motions comprising five index
trees is constructed. Each of the five index trees corresponds to one sub-body
part (torso, left hand, right hand, left leg, and right leg). Each level of the index
tree is designated to a joint of the corresponding sub-body part depending on
the hierarchical structure of the human body joints. The mapped feature points
of the joint associated with the level are grouped together. Each level prunes
the irrelevant motions for the given query with respect to associated joint. And
finally, each index tree gives the relevant motions for the query with respect
to corresponding sub-body part. The output of relevant motions is then ranked
using a similarity measure. For the whole motion query, the outputs from all
index trees are merged and then ranked to get the most relevant motions for the
whole-body query.

2 Related Work

In recent years, some approaches have been proposed on motion-retrievals from
motion database. [12] constructed qualitative features describing geometric rela-
tions between specified body points of a pose and uses these features to induce
a time segmentation of motion capture data streams for motion indexing. For
each query a user has to select suitable features in order to obtain high-quality
retrieval results. In [10], the authors cluster motion poses using piecewise-linear
models and construct indexing structures for motion sequences according to the
transition trajectories through these linear components. Similarly, posture fea-
tures of each motion frame are extracted and mapped into a multidimensional
vector in [3] for motion indexing. In [9], the authors use a hierarchical mo-
tion description for a posture, and use key-frame extraction for retrieving the
motions.

Keogh et al. [6] use bounding envelops for similarity search in one attribute
time series under uniform scaling. The iDistance [14] is a distance-based index
structure, here dataset is partitioned into clusters and transformed into lower
dimension using similarity with respect to reference point of cluster. MUSE [13]
extends [14] where partitioning of dataset at each level of the index tree is based
on the differences between corresponding principal component analysis (PCA).

3 3D Motion Index Structure Design

We need to extract the feature characteristics from the motion matrix; such
that joints’ motions are represented as entities in the low dimensional feature
space (fd-space). When we map the entire matrix for the two walking mo-
tions(Figure 1(a, b)), the mapped feature vectors are as shown in Figure 1(e)
(Figure 1(f) zooms components corresponding to leg segments). Now, we can
also map only the sub-matrix corresponding to leg motion alone, as shown in
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Fig. 1. (a)&(b): X, Y, Z trajectories of all segments for two similar walking motions.
(c)&(d): Corresponding trajectories of only leg segments (tibia, foot, toe). (e) Feature
components for whole body motions. (f) Feature components associated to only leg
segments from(e). (g) Feature components for individual leg segments.

Figure 1(g). The differences between the same feature components are ampli-
fied and hence we can determine the similarity or dissimilarity between the two
motions in a better way. The way this mapping of matrix/sub-matrix is done
influences the query resolution. The details of mapping function are explained in
Section 5.1.
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Fig. 2. (a)Segment structure for human body with five major sub-body parts. (b)
Hierarchical tree structure of human Body segments.

This motivates us to design the index tree for each sub-body part depending
on the hierarchical structure (Figure 2(b)) of the body segments (Figure 2(a))
so that we can resolve both sub-body motion as well as whole body motion
queries efficiently. This structure consists of five branches with pelvis segment
as the root. This human body structure inspires us to have a composite index
structure consisting of five index trees corresponding to each branch.
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4 Constructing Sub-body Index Trees

On mapping the joint data in 3D feature space, we can index these mapped
points by constructing a corresponding index tree. Most mapping functions in
literature [5], [2], [1] provide only similarity measures, i.e. they are not metrics.
Due to the non-metric characteristic of the mapping functions available, it is
difficult to strictly rank similar motions for a given query. Hence, it is better to
retrieve the set of motions that lie within a threshold distance from the query
motions feature point.

Now, let us consider two correlated joints such as tibia and foot. The move-
ment of foot joint is constrained by or related to the tibia joint. This implies that
for retrieving similar leg motions, we first retrieve the group of similar tibia mo-
tions, and only retrieved motions are considered for finding similar foot motions,
and finally for similar toe motions. This leads us to the index tree structure for
leg part of the body as shown in Figure 3.

The number of nodes constructed in Level j are equal to total number of groups
present inside the nodes of immediate higher level (i.e. Level j−1). Each node has
a parent in form of group in immediate high level. In each node, joint feature vec-
tors corresponding to Level j are mapped in 3D-indexed space. But, the patterns
present only in parent group are mapped as a 3D-point inside the node.

A node of the index tree has the following structure,

N : (G1, G2, · · · , Ge)
Gi : (R, S, C, child− pointer) (1)

A node N consists of e groups of mapped points G1, · · · , Ge formed by grouping
the feature space. Each entry Gi consists of bounding hyper-rectangular region
R, S is a set of n pattern identifiers whose mapped feature points are present in
R and child− pointer is a pointer to the node in the next level of an index tree.
C is the centroid of the group Gi.

Fig. 3. Construction of hierarchical index tree for leg segments

An example: The construction of the left leg index tree is illustrated in
Figure 3. The tibia feature points mapped in indexed space forms the root node
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N1 in the Level 1 of left leg index tree. Let us assume that the indexed space is
clustered to get three groups G1, G2 and G3, each containing feature points for
similar motions. Every group G1, G2, and G3 becomes parent of node N21, N22
and N23 in Level 2 respectively. In node N21, foot feature points of all motions
present in G1 are mapped in foot indexed space, which is further partitioned.
This process is repeated for all nodes in Level 2. And the construction of the
index tree is continued for last level in similar fashion.

4.1 Index Tree Operations

Pattern Insertion: Let us consider the insertion of a new motion in the left arm
index tree. For this new motion, let fx be the feature vector for left arm motion.
Let (fx(1−3)) feature point mapped in feature space corresponds to clavicle seg-
ment, [fx(4−6)] to humerus segment, [fx(7−9)] to radius segment and [fx(10−12)]
to hand segment.

Using the threshold δc on each component of the feature vector of new insert-
ing pattern, say for instant fxc, we get a range defined as follows,

[fxc] =⇒ [fxc − δc, fxc + δc] (2)

In first level of arm index tree, we map the new motion of clavicle segment in
feature space. So, the new pattern’s clavicle segment feature vector becomes a
hyper-rectangular region. The dimension of this region is Hx = [(fx1 − δ1, fx2 −
δ2, fx3 − δ3), (fx1 + δ1, fx2 + δ2, fx3 + δ3)]. If this region overlaps with multiple
groups inside node, we store new pattern identifier px in S structure of each
overlapped group. The following routine shows the insertion procedure in Node,

The patterns in the next level will be inserted only in child nodes of the
overlapped groups. The insertion procedure is same but the thresholds and Hx

will change depending on the variations in components of similar feature vectors
associated with next level.

Pattern Search: A query search can be very simple: find a group in a node
whose boundaries covers the query feature vector or if not, the nearest group
to query vector. This group will have copies of all the similar motions from
neighboring groups. So there is no need to traverse multiple groups. The query
is traversed forward to the corresponding child node pointed by the overlapped
or nearest group. When a leaf node is reached, all the motion identifiers included
in that leaf node are returned.
Ranking the similar motions: After the index tree has been searched for
query, the majority of irrelevant motions should have been pruned. To find out
most similar motions to given query we need to rank them in order of similarity. A
similarity measure [7] shown in equation(3) can be used to compute the similarity
of the query and all returned motions, and the motions with highest similarity
has the highest rank or most similar to the query.

Ψ(Q, P ) =
1
2

k∑
i=1

((σi/
n∑

j=1

σj + λi/
n∑

j=1

λj)|ui · vi|) (3)
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where σi and λi are the ith eigenvalues corresponding to the ith eigenvectors ui

and vi of square matrices of Q and P , respectively, and 1 < k < n.

4.2 Handling Whole-Body Queries

In some cases, queries on the whole body motions would be more meaningful
than queries on sub-body motions. For example, if we want to find motions
similar to certain swimming stroke whole body considered together would be
more useful.

The five index tree returns the respective similar motions for the sub-body
parts. To get similar whole body motion, we need to merge these outputs by
taking the intersection of all returned pattern sets. The common patterns in all
output sets from index trees will form the answer for the whole body query.
The ranking of similarity patterns is again decided by similarity measure using
equation (3) with n = 48 (all segments).

5 Index Structure Implementation

With the global positions, it becomes difficult to analyze the motions performed
at different locations and also in different directions. Thus, we do the local trans-
formation of positional data for each body segment by shifting the global origin
to the pelvis segment because it is the root of all body segments. The segments
included in the five index trees are highlighted in Figure 2(b).

5.1 Mapping Function for Joint Matrices

An appropriate mapping function is required to map 3D motion joint matrices
into 3D feature points in the feature space. In our implementation, we used the
linearly optimal dimensionality reduction technique SVD [5] for this purpose.
For any m × 3 joint matrix A, the SVD is given as follows,

Am×3 = Um×m · Sm×3 · V 3×3 (4)

S is a diagonal matrix and its diagonal elements are called singular values. And
columns of V matrix are called right singular vectors. We add up the three
right singular vectors weighted by their associated normalized singular values to
construct the features for a joint motion as follows:

fc =
3∑

i=1

(wi · vci) (5)

where wi = ρi
3
j=1 ρj

,
∑3

i=1 wi = 1, c = {1, 2, 3}, and [ρ1, ρ2, ρ3] is singular value

vector and vci is the cth component of the ith right singular vector and wi is the
normalized weight for the ith right singular vector. The weighted joint feature
vector of length 3 represents the contribution of the corresponding joint to the
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motion data in 3D space and also captures the geometric similarity of motion
matrices.

The feature vectors for joints are represented as mapped points in feature
space. For the similar feature vectors, corresponding mapped points will be close
to each other. This creates a need to do grouping of such points which can
simplify the similarity search.

5.2 Node Grouping Approach

Several approaches have been suggested in the literature for grouping data [8],
[4], [15]. In our work, we formed grouping in all nodes of index tree using the
hierarchical, self-organizing clustering approach [11].

Hierarchical, Self-organizing Clustering Approach: In this approach, a
node is spliced into two groups if heterogeneity is greater than defined thresh-
old. Heterogeneity(Ht) is a measure to calculate the distribution of the mapped
points in a given group. Scattered points in group give high heterogeneity value
and closely distributed points give low heterogeneity value. The threshold(Th)
is determined by product of this measure and heterogeneity scaling factor α.

Ht =
D∑

j=1

‖ xj − C ‖2

| D | Th = Ht ∗ α

where C is the 3D-centroid of the node containing total D patterns and xj is the
mapped 3D coordinates of patterns inside group. We iteratively do the splicing
on groups until heterogeneity values of all formed groups are below threshold
Th. These groups become the parent of the nodes in the next level.

Similarly, other index trees are constructed to build whole indexing structure.
The (left/right) hand index tree has Level 1 associated with clavicle segment to
Level 4 associated with hand segment.

Overcoming Space Partitioning problem: The DGSOT is a space parti-
tioning approach. Due to different variations in performing similar motions, the
corresponding mapped points may fall into different groups after clustering caus-
ing false dismissals in resulting output of similar motions for the query. Hence,
the sizes of the group must be re-adjusted by some “threshold” to include most
of the similar motions from the neighboring groups.

To solve the space partitioning problem, we capture the uncertainty of differ-
ences in similar motions for a joint in different feature dimension using standard
deviation. In a database of M motions, we have E sets of pre-determined simi-
lar motions. Let simDevc be the standard deviation of the differences between
similar motions for the cth feature component.

Using simDevc, we get the threshold δc to enlarge the group along the cth

dimension of the feature space as follows,

simTolerancec = δc = ε ∗ simDevc (6)
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simTolerancec (δc) is a final threshold to enlarge the group along cth dimen-
sion. ε is an input parameter which varies in the range of 0.2 − 1. The larger
ε gives high threshold and a group is enlarged to involve more feature points
from neighboring groups along all feature dimensions. As a result, the pruning
efficiency goes on decreasing and rate of false dismissals falls.

6 Performance Analysis

The human motion data was generated by capturing human motions using 16
high resolution Vicon cameras connected to a data station running Vicon iQ
software. Our test bed consists of 1000 human motions, performed by 5 different
subjects.

Let Npr be the number of irrelevant motions pruned for a given query by the
index tree, and Nir be the total number of irrelevant motions in the database.
We define the pruning efficiency P as

P =
Npr

Nir
× 100% (7)

6.1 Pruning Efficiency

For each experiment, we issued 1000 queries to calculate the average pruning
efficiency for the indexing tree as shown in Figure 4(a) and Figure 4(b).
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Fig. 4. (a) Pruning efficiency for different heterogeneity scaling factors. (b) Pruning
efficiency for different input parameters (ε).

As we go on increasing α, the heterogeneity threshold goes on increasing,
and more pattern-corresponding feature points get accumulated in the same
partition, which reduces the pruning power due to inclusion of some irrelevant
motions. There is a steady increase in the pruning efficiency as we decrease the
heterogeneity scaling factor (Figure 4(a)). The effect on pruning efficiency was
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also studied by keeping α constant and varying the input parameter ε (Fig-
ure 4(b)). As we increase ε, the simTolerance(δ) for all components goes on
increasing as a result the pruning efficiency goes on decreasing.

For whole body motion query, average pruning efficiency achieved is 98%
where we take “intersection” of the set of relevant motions from five index trees.

6.2 Recall

When a motion query is given to an index tree, ideally it should return all similar
motions. However, in practice, resolution of some queries may have some irrel-
evant motions due to the non-metric nature of the similarity measures used as
well as the variations in performing similar motions. Figure 5 shows the average
recall for different configurations of the index tree. As input parameter ε goes on
increasing, the average return of similar patterns for the given query (i.e. hits)
goes on increasing.

0.2 0.4 0.6 0.8 1.0
70

75

80

85

90

95

100

epsilon

R
ec

al
l (

%
)

Heterogenity Factor = 0.6
Heterogenity Factor = 0.62
Heterogenity Factor = 0.64
Heterogenity Factor = 0.66
Heterogenity Factor = 0.68
Heterogenity Factor = 0.7

Fig. 5. Recall for different configurations of the index tree

6.3 Comparison with MUSE

The MUSE indexing structure works very well on indexing synthetic hand ges-
ture motions generated using an instrumented device called CyberGlove [13].
Since hand gesture motions have multi-attributes and different variations just
like captured 3D human motions, MUSE seems to be the most suitable in-
dexing structure published so far for multi-attribute motion data. For perfor-
mance comparison, we applied MUSE on our database of 3D human motions.
The MUSE structure was constructed using 3 Levels. By querying 1000 3D
motions, the pruning efficiency achieved was 5.5%, as compared to 97% of
our index tree structure. Also, the average computational time required per
query was 0.3 seconds. In our case, for the same set of queries, the average
computational time per query is 15 μsec. The lower bound defined by MUSE
for pruning irrelevant motions [13] is not tight enough for 3D human
motions.
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7 Conclusions and Discussions

This paper considered content-based motion querying on a repository of multi-
attribute 3D motion capture data. We proposed a composite index structure
that maps on to the hierarchical segment structure of the human body. This
composite structure comprises five independent index trees corresponding to the
five identified body parts: body/thorax, two arms & two legs. In each of these
five index trees, a tree level is assigned to one segment feature vector. At each
level, similar feature points inside all nodes are grouped together to increase the
pruning power of the index tree.

We tested our prototype using a database of approximately 1000 human mo-
tions. Our experiments show that up to 96∼97% irrelevant motions can be
pruned for any kind of motion query while retrieving all similar motions, and one
traversal of the index structure through all index trees takes on an average 15
μsec. Finally, our approach is also applicable to other forms of multidimensional
data with hierarchical relations among the attributes.
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Abstract. With this work we study suitable indexing techniques to sup-
port efficient content-based music retrieval in large acoustic databases.
To obtain the index-based retrieval mechanism applicable to audio con-
tent, we pay the most attention to the design of Locality Sensitive
Hashing (LSH) and the partial sequence comparison, and propose a fast
and efficient audio retrieval framework of query-by-content. On the ba-
sis of this indexable framework, four different retrieval schemes, LSH-
Dynamic Programming (DP), LSH-Sparse DP (SDP), Exact Euclidian
LSH (E2LSH)-DP, E2LSH-SDP, are presented and estimated in order to
achieve an extensive understanding of retrieval algorithms performance.
The experiment results indicate that compared to other three schemes,
E2LSH-SDP exhibits best tradeoff in terms of the response time, retrieval
ratio, and computation cost.

1 Introduction

Content-based audio similarity retrieval is not only a very promising research
topic, but also one of the main problems in multimedia information processing.
Audio sequence data is usually tedious due to the high dimensionality of the
features, which makes it inconvenient to utilize the potential content-based in-
formation retrieval on the Internet or personal media devices. To access a huge
mass of audio information efficiently, it is necessary to explore the audio informa-
tion, facilitate the management of audio data and serve multimedia applications.

The design of an index-based similarity retrieval system poses the following
challenges: a) Characterize a corpus of acoustic objects with a corpus of rele-
vant features. b) Represent audio data sequences as a searchable symbol that
can be indexed. c) Locate the desired music segments with a given query in the
format of acoustic sequences within the acceptable time. It is observed that the
whole procedure is typically a time-consuming operation. In order to expedite the
searching procedure many researchers have reported various indexing structures
in the study of audio retrieval, for example, hierarchical structure[1], R-trees [2],
M-trees[3], KD-trees[4], Locality Sensitive Hashing (LSH)[5]. Retrieving an enor-
mous multimedia database is a challenging task in the content discovery field.
One of the basic problems in large-scale audio retrieval is to design appropriate
metrics and algorithms to avoid all pairwise comparisons of feature sequences.

T.-J. Cham et al. (Eds.): MMM 2007, LNCS 4351, Part I, pp. 397–407, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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Here we will initiate an interesting direction in the study of effective compar-
isons of the massive acoustic sequences by taking into account reconstruction of
feature sequences that can respond to approximate membership queries. We care
about indexing structure on acoustic sequences and reorganization of fragmented
sequence. The process of audio content retrieval is carried out according to the
following procedure: given a corpus of n musical reference pieces, actually, which
can be represented by feature sequences R = {Ri, 1 ≤ i ≤ n}, (or the frames of
all musical reference sequences R = {ri,j : ri,j ∈ Ri, 1 ≤ i ≤ n, 1 ≤ j ≤ |Ri|}
, where ri,j is the jth spectral feature of the ith reference piece), are located
in a high-dimension Euclidean space (U, d) with a distance metric d. A query
sequence is also broken into the format of frames q1, q2, ..., qQ. Exact Euclidean
LSH (E2LSH) is used to effectively pick up reference candidates resembling the
query sequence. In terms of locality sensitive function H(·), each query frame
qm filters off with a high probability some resemblances, Si,m = {ri,j : ri,j ∈
H(qm), d(qm, ri,j) ≤ δ}, stored in the audio buckets H(qm). Then the par-
tial audio sequences of the ith reference in the union ∪

m
Si,m are reorganized and

compared with the query by the proposed Sparse Dynamic Programming (SDP).
Based on such ideas we present a novel framework to perform audio similarity
index and retrieval, and provide scalable content-based searchability.

The rest of the paper is organized as follows: section 2 provides the background
of the concepts and notations related to this work, and shows our contribution.
Section 3 presents the framework of audio indexing and describes content-based
retrieval schemes in detail. Section 4 lists the simulation environment and ana-
lyzes the experiment results. Finally Section 5 concludes the paper.

2 Background and Related Work

As a general nonlinear alignment method, DP was originally exploited in the
speech recognition to account for tempo variations in speech pronunciation.
Many researchers [6][7][8]have studied DP and also applied DP or optimized DP
in content-based music information retrieval to match the query input against
the reference melodies in the database.

LSH is an index-based data organization structure proposed to improve the
scalability for retrieval over a large database, which is an essential spatial ac-
cess method-constructs some locality sensitive hashing functions to performing
indexing in parallel in Euclidean space[9]. And it plays an important part in
various applications, e.g., database access and indexing [10], data compression
and mining, multimedia information retrieval[5][11]. In particular, the features
of the objects are represented as the points-form in the high dimensional space
and a distance metric is adopted to judge whether two multimedia objects are
similar (such as audio [5], video[11], image[12]). Furthermore, the most interest-
ing thing is that some researchers bring LSH-based data structure into the field
of long sequences similarity comparison [5][10].

E2LSH [13] is to solve Approximate Near Neighbors problem in a high di-
mensional Euclidean space. It enhances LSH to make it more efficient for the
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retrieval with the very high dimensional feature. It performs locality sensitive di-
mension reduction to get the projection of the feature in different low-dimension
sub-spaces. With multiple hash tables in parallel, the retrieval ratio can be guar-
anteed meanwhile the retrieval speed is accelerated. If two features (q, r) are very
similar they will have a small distance ‖q − r‖ and hash to the same value and
fall into the same bucket with a high probability. If they are quite different they
will collide with a small probability. A family H = {h : S → U} is called locality
sensitive, if for any features q and r,

p(t) = PrH [h(q) = h(r) : ‖q − r‖ = t] (1)

is a strictly decreasing function of t. That is, the collision probability of features
q and r is diminishing as their distance increases. The family H is further called
(R, cR, p1, p2) (c > 1, p2 < p1 ) sensitive if for any q, r ∈ S

if ||q − r|| < R, PrH [h(q) = h(r)] ≥ p1

if ||q − r|| > cR, PrH [h(q) = h(r)] ≤ p2 (2)

A good family of hash functions will try to amplify the gap between p1 and p2 .
A distribution D over  is called p-stable, if there exists p so that for any n

real numbers v̄ = (v1, v2, ..., vn)T and i.i.d. random variables x1, x2, ..., xn, x with
distribution D, the variable fv̄(X) =

∑n
i=1 vixi has the same distribution as the

variable (
∑

i |vi|p)1/p
x. In E2LSH, a p-stable distribution is adopted in locality

sensitive dimension reduction. Each v̄ generates a single output. Then fV (·) with
V = (v̄1, v̄2, ..., v̄m) generates an m-dimension vector. And q and r in Eq.(1-2)
are replaced with fV (q) and fV (r) respectively. We would like to filter some
approximate frames in the database that are similar to the query frames. With
E2LSH, a single query frame generates a unique hash value in a hash instance
and only matches several possible items similar to itself. Accordingly, E2LSH can
help to avoid matching a query frame against all frames of a reference melody.

We report retrieval mechanisms of index-based audio sequences, data organi-
zational structure of audio frames as well as recreation and comparison of the
fragmented audio sequences. The extensive comparison among the presented four
schemes (LSH-DP, LSH-SDP, E2LSH-DP, E2LSH-SDP) shows that the optimal
combination-E2LSH-SDP-outperforms the others. We also give the suitable pa-
rameters to obtain the best performance. Compared with [13] some significant
differences are that the proposed scheme is suitable for time-varying represen-
tation of spectrum sequences; the frames selected by the hash tables are reorga-
nized for sequences comparison. Similar to [2][5][14], our retrieval scheme adapts
the spectral feature. However, there also are significant distinctions: i) E2LSH is
used in our scheme as a filter structure to pick up the reference features similar
to the queries. ii) We focus on the sequences reconstruction and efficient com-
parison. In contrast with the conventional DP, most of the pairwise comparison
is avoided in our Sparse DP (SDP) scheme since the match percent usually is
very low.
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3 Design of Index-Based Audio Content Retrieval

We focus on providing fast and efficient content-based retrieval mechanisms of
searching audio sequences data over a large audio sequences database by uti-
lizing a suitable indexing structure. Our retrieval system allows a user to take
a fragment of the query song as input, then performs content-based similarity
retrieval, and finally returns melodies similar to this query fragment.

Sequence
comparison
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feature

extraction

Audio input

AB1

AB2

AB3

...

...

...

AB128

Calculate
hash value

...

Near
neighbor
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Sequence
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Result

hash table 1 hash table n
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1( )g ( )ng

AB1

AB2

AB3

...

...

...

AB128

Fig. 1. An index-based audio retrieval framework. It mostly consists of locality sensitive
feature compression, parallel hash tables, approximate near neighbor search, sequence
recovery and comparison.

3.1 The Basic Framework

This work presents a novel indexable framework for music information retrieval,
which involves two main parts: building indexable data structure of acoustic se-
quences and matching the recovered acoustic sequences. The aim of E2LSH/LSH
is to establish an effective data structure for acoustic-based music informa-
tion. The aim of SDP/DP is to match the recovered acoustic sequences and
obtain the answer closest to the query. Hence, we propose four different retrieval
schemes, LSH-DP, LSH-SDP, E2LSH-DP, and E2LSH-SDP. Based on this gen-
eral framework we want to evaluate these four schemes to solve the problem of
scalable audio content retrieval and select the best tradeoff according to the re-
sponse time, retrieval ratio, and comparison cost. The details are discussed in the
experiment parts.

We begin by introducing the basic query-by-content framework of acoustic-
based music information retrieval. This framework is shown in Fig.1 and its main
procedure is summarized as follows: For each frame, its high-dimensional spec-
tral feature, Short Time Fourier Transform (STFT), is calculated. The spectral
features of all the reference melodies in form of searchable symbols are stored
in the hash tables according to their respective hash values. E2LSH/LSH pro-
vides an effective organization of the audio features, gives a principle to store
the fragmented audio sequences, and facilitates an efficient sequences reconstruc-
tion. With each frame in the query sequence, the candidate symbols are searched
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in the hash table. Then these decomposed frames are recovered and arranged
into new spectral sequences and the SDP/DP algorithm is employed to perform
an accurate similarity comparison between the query sequence and the partial
reference sequences.

3.2 Frame Organization in the Hash Table

Acoustic-based music representations of a large dimension can yield the nice
retrieval performance but always with high computational cost. So it is a very
important task that the retrieval system can guarantee a quick response time
and a low computational burden. we believe that a nice data organization can
help to effectively raise the quality of retrieval mechanism.

when we filter audio sequences data with E2LSH/LSH in the preprocessing, an
audio sequence is first fragmented to frames. For each frame, STFT is calculated
as the spectral feature, and regarded as a searchable symbol in Euclidean space.
When LSH is adopted, a feature is directly quantified and its hash value for each
hash table is calculated independently. When E2LSH is used, a high-dimensional
feature X is first projected to a low-dimension sub-feature fV (X) with the p-
stable random array V . The p-stable array of each hash table is independently
taken from the standard normal distribution and the sub-feature is of dimension
8 in our work. Then the sub-feature is quantified and its hash value is calculated
according to the details in Section 2. As was stated in[13], multiple hash tables
increase the retrieval ratio of E2LSH. Therefore we construct several hash tables,
each containing all the frames of the references. The kth hash instance has its
own p-stable random array Vk, and an equivalent hash function gk involving the
effect of fVk

(X) and the LSH function Hk(·). In the following, gk(·) also means
an Audio Bucket (AB) storing all the frames in form of searchable symbols with
the same hash value. Its meaning is obvious from the context.

The jth spectral feature of the ith reference melody, ri,j , is stored in gk(ri,j),
a bucket of the kth hash table. Its music number i and the corresponding time
offset j are recorded together with the feature, in order to provide facilities for
reconstruction of the partial acoustic sequences after the filtering stage.

3.3 Filtering Audio Features with E2LSH/LSH

A group of E2LSH/LSH hash tables are simple and effective data storage struc-
tures, which can be accessed randomly and implemented in parallel. They can
also make a contribution to perform partial matching audio sequences. In the
query stage, a sequence of query frames q1, q2, ..., qQ is used to search and find the
reference music closest to the query. With a query frame qm, the candidate refer-
ence frames in the bucket of the kth hash table, gk(qm), can be obtained. This AB
contains all the frames matching to the same hash value. Though it is probable
that the resemble frames lie in the AB, many other non-similar frames also exist
due to the limited hash table size. It is necessary to remove these non-similar
frames so as to reduce the post computation. Therefore we define a distance func-
tion that can quantify the similarity degree, d(X, Y ) = ‖X − Y ‖2/‖X‖2 · ‖Y ‖2,
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the normalized Euclidean distance. Among the indexed frames in the candidate
bucket, the ones with a distance to qm greater than δ are filtered out and dis-
carded by Eq. 3, namely, we would like to retain such frames that lie within the
ball centered at qm with a radius δ.

Sk,i,m = {ri,j : ri,j ∈ gk(qm), d(fVk
(qm), fVk

(ri,j)) ≤ δ} (3)

The union Sk,i = ∪
m

Sk,i,m gives the candidate features of the ith reference ob-

tained from the kth hash table for the whole query sequence. Since fVk
(X) has a

much smaller size than X , the filtering stage of E2LSH can be greatly accelerated
in contrast to LSH, as is verified by the simulation.

3.4 Matching of Recreated Audio Sequences

To improve the retrieval ratio, several hash tables are used. The total candidates
of the ith reference are obtained from all the hash tables as Si = ∪

k
Sk,i. These

features are reorganized according to the timing relation and form a partial
sequence. The obtained frames in Sl are reorganized in the ascending order of
their time offset j1, j2, ..., jR. Then the query q1, q2, ..., qQ is matched against
each reference to find the desired melody with the DP method similar to[7], or
the proposed SDP scheme.

In our SDP scheme, the sequence comparison is different from the conventional
DP method: we directly utilize the distance calculated in the filtering stage
by filling the distance to a DTW table. For each matched pair < qm, rl,jn >
(rl,jn ∈ Sk,l,m), the reverse of its distance is used as the weight in the matching
procedure.

wk(qm, rl,jn) = min{δ/d(fVk
(qm), fVk

(rl,jn )), wmax} (4)

The weight is no less than 1. With wmax, an occasional perfect match of a
single frame has less effect on the sequence comparison. On the other hand, if the
pair < qm, rl,jn > does not exist, its weight is set to 0.The sequence comparison
is to select the path that maximizes the total weight. Despite the absence of most

query

reference

Fig. 2. Sequence comparison with SDP. Since most of the pairs are removed by the
E2LSH and the filtering stage, the remaining points are sparse in the DTW table.
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matching pairs in Fig. 2, the matching path still contains as many points as
possible. The maximum weight is found by the iteration in Eq. 5

Wl(m, jn) =
∑

k

wk(qm, rl,jn) + max

⎧⎨
⎩

Wl(m − 2, jn−1)
Wl(m − 1, jn−1)
Wl(m − 1, jn−2)

(5)

In this equation, the weight of the duplicates from different hash tables are
recalculated since the recurrence of a single pair in different hash tables means
that the pair is a suitable match with a high probability. For the lth reference
melody, its weight Wl is obtained by Eq. 6. Then by Eq. 7 the one with the
maximum weight matches the query.

Wl = max
jn

Wl(Q, jn) (6)

l = arg max
l

Wl (7)

4 Experiments and Results

The experiments have been carried out on the acoustic database with both mono-
phonic and polyphonic melodies. Our music database(166) consists of 44 Chinese
folks from 12-girl-band and 122 western instruments melodies. Each piece is seg-
mented into 60-second-long melodic slip. 166 query samples are segmented into
6-8 seconds long. 44 quires corresponding to the Chinese folks are different ver-
sions compared with reference melodies to test the robustness of the proposed
schemes. The other 122 queries are segmented from the reference melodies.

The melodies are in single-channel wave format, 16bit/sample, and the sam-
pling rate is 22.05KHz. The direct current component is removed and the music
is normalized with the maximum value equaling 1. The music is divided into
overlapped frames. Each frame of music contains 1024 samples and the adjacent
frames have 50% overlapping. Each frame is weighted by a hamming window,
and further appended with 1024 zeros to fit the length of FFT. The spectrum
from 100Hz to 2000Hz is used as the feature. Accordingly, each feature has the
size 177. We use several hash instances, each having 128 entries. In our retrieval
system, each melody in the database is accompanied with its feature sequence.
When the system boots the hash tables are constructed in the memory. There-
fore, utilization of LSH has no extra disk storage requirement, though it does
require some memory to hold the hash tables.

4.1 Evaluation Metrics

For the purpose of providing a thorough understanding of our music retrieval
mechanism, four different schemes are examined and compared on the basis of
the general framework. In the experiment, we mainly consider three metrics that
can evaluate every scheme roundly:
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Matched percentage. Since LSH/E2LSH is used to avoid pairwise comparison,
the first question always touch on how much it can reduce the computation. It
needs to be described by a list of parameters, including the following:

– Ndm: the number of directly matched pair with LSH/E2LSH.
– Ntm: the number of total possible pairwise pair without LSH/E2LSH.
– Nrm: the number of remaining frames of matched part in the desired refer-

ence melody after the filtering stage in LSH/E2LSH.
– Nmm: the number of frames of the matched part in the desired reference

melody under the conventional DP.

The ratio Ndm/Ntm is regarded as Roughly Matched Percentage (RMP) and
the ratio Nrm/Nmm is defined as Valid Match Percentage (VMP). RMP reflects
how much computation can be reduced while VMP affects the retrieval ratio.
With a good design of the hash tables one will expect a low RMP and a high
VMP.
Computation time. We will evaluate the filtering time between LSH and
E2LSH, the comparison time between DP and SDP. The total time is the sum
of the time of calculating hash value for a query, the filtering time and the
comparison time.
Retrieval ratio. In our experiment, each of the query pieces is used to re-
trieve the desired melody from the database. The number of correctly retrieved
melodies over that of the total queries is defined as the retrieval ratio.

4.2 Matched Percentage

LSH/E2LSH reduces most of the pairwise comparison. However, the features
with the same hash value are not necessarily similar to the query frame. The
filtering is done just after indexing the hash tables to keep only the near neigh-
bors of the query. The filtering threshold δ in Eq. 3 plays an important role. It
determines how many frames will remain, which in turn affects the computation
and the retrieval ratio.

Table 1 shows VMP under different filtering threshold for LSH and E2LSH. Of
course a bigger δ leads to a higher VMP. But it also results in heavy computation.
By selecting a suitable δ for the filtering stage, most of the unsimilar features
are removed while VMP is maintained at a certain level. It is shown later that
even a moderate VMP can achieve a high retrieval ratio. Hereafter, by default
δLSH is set to 0.03 and δE2LSH is set to 0.0075.

Fig. 3 reveals that the increase of hash tables only results in a little gain
in VMP. Therefore, in the following, only three hash tables are used except
especially pointed out.

4.3 Computation Time

LSH/ E2LSH hash table construction is usually time-consuming. Fortunately,
this is done before the actual query takes place. The hash value of the query is
calculated just before retrieval. For a short query, this time is almost negligible.
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Table 1. VMP under different filtering threshold (3 hash tables)

δLSH 0.01 0.02 0.03 0.04 0.05

V MPLSH 0.113 0.255 0.400 0.537 0.669

δE2LSH 0.0025 0.005 0.0075 0.01 0.0125

V MPE2LSH 0.123 0.240 0.363 0.472 0.573
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Fig. 4. Comparison time in DP and SDP under different number of hash tables
( δLSH=0.03, δE2LSH=0.0075) or different δ (3 hash tables)

Two comparison methods are used in our schemes. Both the number of hash
tables and the filtering threshold affect the post comparison. Fig. 4(a) shows the
computation cost with respect to the number of hash instances and Fig. 4(b)
shows the similar results under different filtering δ.

DP involves the calculation of pairwise feature distance among the remaining
frames. However, its DTW table becomes smaller in case the few reference frames
remain. In contrast, in SDP, the feature distance is taken from the filtering stage
though the DTW is of full size. When few reference frames are matched, DP and
SDP almost have the same retrieval speed. This occurs when there are few hash
instances in Fig. 4(a) or the filtering threshold is low in Fig. 4(b). As the number
of remaining frames increases, SDP has very obvious superiority over DP since



406 Y. Yu, M. Takata, and K. Joe

it avoids the calculation of feature distance and its comparison time approaches
a steady value, which guarantees the worst retrieval time. Therefore SDP is
preferred when there are more hash instances or the filtering δ is large.

To show the effect of hashing, Table 2 lists the total retrieval time consumed
for all the queries under the different schemes. The conventional DP (without
hashing) takes 3562.2s. In comparison, E2LSH-SDP reduces the time to 83.4s,
accelerating the retrieval speed by 42.7 times.

Table 2. The total retrieval time consumed under different schemes

Scheme LSH-DP LSH-SDP E2LSH-DP E2LSH-SDP DP

Time(s) 258.8 213.34 139.5 83.4 3562.2

Table 3. Top-4 retrieval ratio with respect to the number of hash instances ( δLSH

=0.03, δE2LSH =0.0075)

No. hash table 1 2 3 4 5

LSH-DP 1 0.98 1 1 1
LSH-SDP 1 1 1 1 1
E2LSH-DP 0.98 1 1 1 1
E2LSH-SDP 0.96 1 1 1 1

Table 4. Top-4 retrieval ratio of LSH/E2LSH (3 hash tables)

δLSH 0.01 0.02 0.03 0.04 0.05

LSH-DP 0.88 1 1 1 1
LSH-SDP 0.94 1 1 1 1

δE2LSH 0.0025 0.005 0.0075 0.01 0.0125

E2LSH-DP 0.92 0.98 1 1 1

E2LSH-SDP 0.96 1 1 1 1

4.4 Retrieval Ratio

E2LSH was initially proposed to retrieve from a database by single feature. To
acquire a high retrieval ratio, many hash tables are required, which increases
the filtering time. In our scheme, E2LSH is used for audio sequence comparison.
Even though the retrieval ratio of a single frame is not very high, the following
sequence comparison effectively removes the unsimilar sequences. Therefore, in
our retrieval system, a few hash tables are sufficient to achieve a high retrieval
ratio. Table 3 shows that the retrieval ratio is satisfactory with mere 3 hash
tables. Table 4 shows the retrieval ratio under different filtering threshold δ. It
is obvious that δLSH =0.03 andδE2LSH =0.0075 are suitable thresholds since
lower decreases retrieval ratio while larger increases the computation cost.
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5 Conclusions

We have established an audio indexing framework for music information re-
trieval, proposed and evaluated four different retrieval schemes. Our retrieval
system provides a quick response to the query by avoiding pairwise comparisons
with every music piece in the entire audio database.We are building a larger
database to evaluate the scalability of the proposed schemes in query-by-content
audio retrieval.The retrieval speed is accelerated in three folds: LSH reduces
the pairwise comparison; E2LSH further reduces the filtering time by applying
locality sensitive dimension reduction; SDP decreases the comparison time by
avoiding pairwise distance computation in the sequence comparison stage. From
the extensive simulation results it is obvious that E2LSH-SDP is the optimal
choice. We also show that even with only a few hash tables and relatively low
filtering threshold, the retrieval with a sequence still has a high successful ratio.
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Abstract. To support fast k-NN queries over large image database, in this paper, 
we propose a novel dual distance transformation method called DDT. In DDT, 
all images are first grouped into clusters by the k-Means clustering algorithm. 
Then the start- and centroid-distances of each image are combined to obtain the 
uniform index key through its dual distance transformation. Finally the keys are 
indexed by a B+-tree. Thus, given a query image, its k-nearest neighbor query in 
high-dimensional space is transformed into a search in a single dimensional 
space with the aid of the DDT index. Extensive performance studies are 
conducted to evaluate the effectiveness and efficiency of the proposed scheme. 
Our results demonstrate that this method outperforms the state-of-the-art high 
dimensional search techniques, such as the X-Tree, VA-file, iDistance and 
NB-Tree. 

1   Introduction 

With an explosively increasing number of images on the Internet, content-based image 
retrieval and indexing have become more important than ever before. However, due to 
the very known high dimensional curse problem [1], traditional indexing methods such 
as R-tree [2] and X-tree [4] only work well in low dimensional space. Therefore, the 
design of efficient indexing techniques for high-dimensional data is still an important 
and active research area.  

In this paper, we propose a high-dimensional image indexing scheme based on the 
technique of dual-distance-transformation, called DDT, to support the progressive 
k-NN search over large image databases. Specifically, in DDT, all images are first 
grouped into clusters by using the well known k-Means clustering algorithm. Then, the 
dual distance transformation of each image is performed to obtain its index key which 
is indexed by a B+-tree. Thus, given a query image qV and k, the k-Nearest Neighbor 
search of qV in a high-dimensional space is transformed into a search in a single 
dimensional space with the aid of the DDT index. We have implemented the DDT 
method and conducted an extensive performance study to evaluate its efficiency. Our 
results show that the proposed technique has superior to X-tree [4], VA-file [5], 
NB-Tree [7] and iDistance [8], which are also designed for indexing high-dimensional 
image databases. The primary contributions of this paper are listed as follows: 

1. We propose a dual-distance-transformation-based indexing method to facilitate 
         the highly efficient k-NN search for large image databases. 
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2. We propose a uniform index key expression method, called the dual-distance- 
         transformation-based method, which nicely combines the dual distance  
         metrics(i.e., start-distance and centroid-distance) together. 

3. We give a cost model for the proposed indexing method to support the query 
         optimization.

The rest of this paper is organized as follows. Related work is surveyed in Section 2. 
In Section 3, a dual-distance-transformation-based high-dimensional indexing scheme 
is proposed to dramatically improve the query performance of the k-NN search. In 
Section 4, a cost model for DDT is derived to facilitate the query optimization. In 
Section 5, we performed the extensive experiments to evaluate the efficiency and 
effectiveness of our DDT index mechanism. Conclusions are given in the final section.  

2   Related Work 

As we know, content-based image indexing belongs to the high-dimensional indexing 
problem. The state-of-art techniques can be divided into three main categories [1].  

The first category is based on data and space partitioning, hierarchical tree index 
structure, for example, the R-tree [2] and its variants [3][4], etc. Although these 
methods generally perform well at low dimensionality, their performance deteriorates 
rapidly as dimensionality increases due to the “dimensionality curse". 

The second category is to represent original feature vectors using smaller, approximate 
representations, e.g., VA-file [5] and IQ-tree [6], etc. The VA-file [5] accelerates the 
sequential scan by using data compression. For a search, although VA-file can reduce the 
number of disk accesses, it incurs higher computational cost to decode the bit-strings. The 
IQ-tree [6] is also an indexing structure along the lines of the VA-file. 

The last category is to use a distance-metric-based method as an alterative direction 
for high-dimensional indexing, such as NB-tree [7], iDistance [8], etc. NB-tree [7] is a 
single reference point-based scheme, in which high�dimensional points are mapped to a 
single-dimension by computing their distance from the origin respectively. Then these 
distances are indexed using a B+-tree on which we perform all subsequent operations. 
The drawback of NB-Tree is that it can not effectively prune the search region and 
especially when the dimensionality is becoming larger. iDistance [8] is proposed by 
selecting some reference points in order to further prune the search region so as to 
improve the query efficiency. However the query efficiency of iDistance relies largely 
on clustering and partitioning the data and is significantly affected if the choice of 
partition scheme and reference data points is not appropriate.  

3   The Dual Distance Transformation 

In this section, we present a novel high-dimensional indexing technique called the Dual 
Distance Transformation (DDT for short) for speed up the query efficiency over large 
image database.  
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3.1   Preliminaries 

The design of DDT is motivated by the following observations. First, the similarity 
between images can be derived and ordered based on their distances to a reference 
image. Second, a distance is essentially a single dimensional value which enables us to 
reuse existing single dimensional indexing schemes such as B+-tree. The list of symbols 
used in the rest of paper is summarized in Table 1. 

Table 1. Meaning of Symbols Used 

Symbols Meaning 

Ω  a set of images 
iI  the i-th image and iI ∈Ω  

d the number of dimensions 
n the number of images in Ω  

qV  a query image user submits 
( ),qI rΘ  the query hypersphere with centre qI and radius r 
( ),j jO CRΘ The j-th cluster hypersphere with centre jO and cluster radius jCR  

d( iI jI ) the distance between two images 

Definition 1(START DISTANCE). Given an image iI , the Start Distance (SD for short) of 
it is the distance between image iI and the image (0,0,...,0)oI , formally defined as:  

                                                    ( ) ( ), oi iSD I d I I=                                                          (1) 

Assuming that n images are grouped into T clusters, the centroid jO of each cluster jC is 
first obtained, where [1, ]j T∈ . We model a cluster as a tightly bounded hyper- sphere 
described by its centroid and radius. 

Definition 2 (CLUSTER RADIUS). Given a cluster jC , the distance between its centroid 
jO and the image which has the longest distance to jO is defined as the cluster radius 

of jC , denoted as jCR . 

Given a cluster jC , the cluster hypersphere of it is denoted as ( ),j jO CRΘ , where jO is the 
centroid of cluster jC , and jCR is the cluster radius. 

Definition 3 (CENTROID DISTANCE). Given an image iI , its centroid distance is defined 
as the distance between itself and the cluster centroid jO , which is denoted as:  

                                                     ( )( ) ,i i jCD I d I O=                                                       (2) 

where [1, ]ji C∈ and [1, ]j T∈ . 

3.2    The Data Structure 

Based on the above definitions, we propose the dual-distance-transformation-based 
high-dimensional indexing scheme. Specifically, all images are first grouped into T 
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qV

oV

jO

 

Fig. 1. The corresponding “slices” of the cluster hypersphere ( , )j jO CRΘ  

clusters using a k-Means clustering algorithm, then the start distance and centroid 
distance of each image are computed, thus iI can be modeled as a four-tuple: 

                                              iI ::= <i, CID, SD, CD>                                                    (3) 

where i refers to the i-th image and CID is the ID of the cluster that iI belongs to.  

However, for each image iI in a cluster hypersphere, it is hard to combine the start- 
and centroid-distance of iI to get its uniform index key. To address this problem, the 
dual-distance-transformation approach is proposed to obtain a new index key through 
“slicing” the cluster hypersphere. As shown in Fig.1, assume that ( ),qI rΘ intersects 
with ( ),j jO CRΘ , we first “slice” ( ),j jO CRΘ equally into λ “pieces” according to the value 
of the start-distance, where λ =4. Thus, for an image iI in the l-th “slice” of ( ),j jO CRΘ , 

the range of i ts start-distance is represented: 
2

( )( ) ,i j j

jCR
SD I SD O CR

l
−

×
∈ +  

2
( )

j

j j

1 CR
SD O CR

(l+ )
− +

×
, therefore the uniform index key of iI can be defined as:  

                                           i ikey I c CD(I ) MCDl( )= j+ +×                                             (4) 

where ( ) ( )
1

2

i j j

j

SD I SD O CR

CR
l

× − +
+=

λ  and MCD= 2 . 

Algorithm 1. DDT Index Construction 
Input: Ω : the image set, λ : the number of slices in each cluster hypersphere; 
Output: bt: the index for DDT; 
1.  The images in Ω are grouped into T clusters using k-Means clustering algorithm 
2.  bt ← newDDTFile();                 /* create index header file  */ 

3.  for j:=1 to T do   
4.       for each image iI in the j-th cluster do 
5.            the centroid distance and start distance of each image are computed; 
6.            the “slice” in the j-th cluster that iI belongs to is identified; 
7.            Key( iI )= , ,( )i lI jTransValue ; 
8.           BInsert(Key( iI ),bt);              /* insert it to B+-tree */ 

9.      end for 
10.    end for 
11.    return bt 

Fig. 2. The index construction algorithm for DDT 
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3.3   Building DDT 

Fig. 2 shows the detailed steps of constructing a DDT index. Note that the routine 
, ,( )i CID SliceIDITransValue is a distance transformation function as given in Eq. (4) and 

BInsert(key, bt) is a standard B+-tree insert procedure. 

3.4   k-NN Search Algorithm 

For n high-dimensional images, k-Nearest-neighbor search is the most frequently used 
search method which retrieves the k most similar images to a given query image. In this 
section, we focus on k-NN search for high-dimensional images.  

3.4.1   Picking a Value of LB and UB 
Assume that a query hypersphere ( , )qI rΘ intersects with a cluster hypersphere 

( , )j jO CRΘ , we examine which “slices” in ( , )j jO CRΘ intersects with ( , )qI rΘ . Let us first 
introduce two definitions. 

Definition 4 (LOW BOUND ID OF “SLICE”). Given two intersected hyperspheres 
( , )qI rΘ and ( , )j jO CRΘ , the low bound ID of “slice” in ( , )j jO CRΘ is the ID number of the 

“slice” which is the closest to the origin Vo, denoted as LB(j). 

Definition 5 (UPPER BOUND ID OF “SLICE”). Given two intersected hyperspheres 
( , )qI rΘ and ( , )j jO CRΘ , the upper bound ID of “slice” in ( , )j jO CRΘ is the ID number of 

the “slice” which is the farthest from the origin Vo, denoted as UB(j). 

For the example shown in Fig. 1, the cluster hypersphere ( , )j jO CRΘ is divided into 4 
“slices”, the “slice” that is closest to the origin Vo is the 3 rd “slice”, denoted as LB(j)=3; 
similarly, UB(j)=4; 

Now we focus on the problem of how to get the LB and UB. Once a query hyper- 
sphere intersects with the cluster hypersphere, some continuous “slices” (i.e., from the 
LB(j)-th “slice” to the UB(j)-th “slice”, where ( ) ( )LB j UB j≤ ) may be affected (i.e., being 
intersected). Assume that the query hypersphere ( , )qV rΘ intersects with the cluster 
hypersphere ( ),j jO CRΘ , ( ),j jO CRΘ is “sliced” into λ pieces. As mentioned before, the 
slice ID number in a cluster hypersphere is ordered ascendingly in terms of the 
start-distance value. So we can get the ID number of the low bound “slice”(i.e., LB) and 
upper bound “slice” (i.e., UB) in the j-th cluster hypersphere as follows: 

                 
( )

1
( ) ( )

,
2( )

1

( ) ( ) ( )

( ) ( )

j j

j

q
j j q j j

q j j

SD I r SD O CR

CRLB j
if SD O CR SD I r SD O CR

if SD I r SD O CR

λ
+

− − +

=
− < − < +

− ≤ −

          (5) 

                         
( )( ) ( )

1,
2( )

( ) ( )

( ) ( )

q j j

j

q j j

q j j

SD I r SD O CR

CRUB j
if SD I r SD O CR

if SD I r SD O CR

λ

λ

+ − +
+

=
+ < +

+ ≥ +

                     (6) 

where • is an integral part of . 

3.4.2   k-NN Algorithm 
Fig. 3 illustrates the whole k-NN search process which contains three steps: first, when 
a user submits a query image qI , the search starts with a small radius, and step by step, 
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the radius is increased to form a bigger query sphere iteratively (line 3). Once the 
number of candidate images is larger than k, the search stops, then the ( 1)S k −−  images 
which are farthest to the query one are identified (lines 6-7) and removed from S (line 
8). It is worth mentioning that the symbol S has two meanings: (a). the total number of 
candidate images in S; (b). the candidate images in S are the images whose distances to 
the query image qI are less than or equal to the query radius r. In this way, the k nearest 
neighbor images of qI are returned. Routine RSearch ( , )qI r is the main range search 
algorithm which returns the candidate images of range search with centre qI and radius
r. Search ( , )pI r is the implementation of the range search. Farthest (S, qI ) returns the 
image which is the farthest from qI in the candidate image set S. BRSearch(left, right) is 
a standard B +-tree range search function.  

Algorithm 3. kNN Search 
Input: query image , k, qI r
Output: query results S
1.  0, ;              /*   initialization   */ r S
2.  while ( S k )            
3.     + ;        r r r
4.     S RSearch( qI ,r);
5.     if ( S k ) then          
6.        for count:=1 to 1S k do
7.          Farthest(S,farI qI );
8.          farS S I ;
9.        end for
10.    end if
11. end while 

RSearch( qI ,r)
12.  , ;1S 2S
13. for j:=1 to T do              /*  T is the number of clusters   */
14.     Search(2S qI ,r, j);
15.     ;1 1S S S2

) )14.     if contains( j jO CR, ( qI ,r then
17.        end loop;               
18.     end if
19.  end for
20. return ;             /*  return candidate images   */1S

Search( qI ,r, j)
21.  ,( ) ( ( ) ) /q jLB Mleft c j j d I O r CD ;
22.  ;( ) /jUB CR MCDright c j j
23.  BRSearch[left, right]; 3S
24.  for each image in the candidate images S3 doiI
25.     if then( )q id I ,I r
26.        ;       /*  3 3 iS S I iI is removed from S3  */
27.  end for
28. return ;                  3S  

Fig. 3. k-NN search algorithm 

4   Cost Model 

We now derive a cost model for DDT in which query cost is measured by the number of 
nodes accessed. Some frequently used symbols are shown in Table 2. 
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Table 2. Parameters and their meanings 

Symbol Meaning 

f average fanout of a node in B+ -tree 
h the height of the B+ -tree 

ST  disk seek time 
LT  disk latency time 
TT  disk transmission time 
QT  total query time 

As mentioned before, we use B+-tree as a basic index structure for DDT. Both h and 
n should be met in Eq. (7) below. 

                                                     ( ) 1
1

h
f f n

−× + =                                                     (7) 

By solving Eq. (7), the height of the B+-tree is as follows: 

                                                           lg lg
1

lg( 1)
n f

f
h −= +

+
                                                 (8) 

For a range search in the j-th cluster hypersphere, the total number of candidate 
images accessed can be derived as follows: 

            
( )( )

( )1

( , ( ) ) ( , ( ) ) ( , ( , ) ) ( , )
( )

( , )

O q O q qj j j j

T

i i i

V SD V r V SD V r O d V O r O CR

O CR

Vol
num j n

Vol=

Θ − ∩ Θ + ∩ Θ − ∩ Θ

Θ
= ×       (9) 

where Vol( ) refers to the volume of . 
Therefore once t cluster hyperspheres are affected, and combining the Eq. (8) with 

(9) together, the total cost ( height + number of leaf nodes + refinement) for a range 
search in DDT denoted as QT , is calculated as follows: 

                                ( ) ( )
1 ( 1)

( )
1 ( )Q S L T cj

f

f

t lgn lg num j

lg f
T T T T num jT

=
−

+
+ + × + + + ×=                   (10) 

where CT is the average CPU cost of the comparison between any two images. 
Eq. (10) shows that the range query cost of DDT, which is mainly proportional to the 

number of images while it is reciprocal to the number of entries in a node. In Eq. (10), T 
and λ are two tunable parameters which can affect DDT’s query performance. 
Therefore the moderate values of T and λ are critically important to the query 
optimization. 

5   Experiments 

To demonstrate the practical effectiveness of the new indexing method, we performed 
an extensive experimental evaluation of the DDT and compared it with the competitors: 
the X-tree, the VA-file, the iDistance, NB-tree and the linear scan. 
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We have implemented DDT, NB-Tree, iDistance, VA-file and X-tree in C language 
and used B+-tree as the single dimensional index structure. All the experiments are run 
on a Pentium IV CPU at 2.0GHz with 256 Mbytes memory and index page size is fixed 
to 4096 Bytes. The image data set comprises of color histogram information, 
containing 32-Dimensional image features extracted from 100,000 images which are 
downloaded by our web crawler randomly from around 5,000 websites. The values of 
each dimension are normalized to the range of [0,1]. In our evaluation, we use the 
number of page accesses and the CPU time as the performance metric.  

5.1   Effect of Data Size 

In this experiment, 100 various types of 10-NN queries are performed over the image 
database whose cardinalities ranges from 20,000 to 100,000 with the same 
dimensionality. Fig. 4a shows the performance of query processing in terms of CPU 
cost. It is evident that DDT outperforms the other five methods significantly in terms of 
the CPU cost. It is interesting to note that the performance gap between the tree- based 
method such as the X-tree and other four techniques, viz., DDT, NB-tree, iDistance and 
VA-file becomes larger since it is a CPU-intensive operation during query process. In 
Fig. 4b, the query performance evaluations with respect to the I/O cost are conducted. 
The experimental result reveals that DDT yields consistent performance and is more 
efficient than other methods since the increase in data size does not increase the height 
of B+-tree substantially, and it can more effectively filter away images that are not in the 
answer set than others. 
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Fig. 4. Effect of Data size 

5.2   Effect of k 

In this experiment, we test the effect of k on the k-NN search. Fig. 5a demonstrates the 
experimental results in terms of I/O cost when k ranges from 10 to 100. DDT performs 
the best in terms of page access. The I/O costs of iDistance and VA-file are closely 
similar and NB-tree exhibits a dramatically increase in terms of page access and it 
finally exceeds the X-tree when k is 45. In Fig. 5b, the CPU cost of DDT is slightly 
lower than that of NB-tree for all data sets.  
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Fig. 5. Effect of k 

5.3    Effect of T on the Efficiency of k-NN Search 

In this experiment, we study the effect of the number of clusters(T) on the efficiency of 
the k-NN search. Figs. 6a and 6b illustrate that with the increase of T, the efficiency of 
the k-NN search (including the I/O and CPU cost) first increases gradually since the 
average search region is reducing as the number of clusters increases. Once T exceeds a 
threshold, the significant overlaps of different cluster hyperspheres lead to the high cost 
of I/O and CPU in the k-NN search. Therefore we should treat T as a tuning factor.  
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Fig. 6. Effect of T on the efficiency of k-NN search 

5.4   Effect of λ on the Efficiency of Range Search 

We use λ to denote the number of “slices” in every cluster hypersphere. In this 
evaluation, we study the effect of λ on the efficiency of range search with an identical 
search radius. Fig. 7 illustrates that the number of candidate images by DDT is 
decreasing gradually as λ increases. That is to say, the search efficiency of DDT could 
not improve anymore when λ exceeds a threshold, (e.g., λ 40). This is because with the 
increase of λ , the number of “slices” in a cluster hypersphere increases too. The 
precision of index key is getting smaller and smaller. The efficiency of DDT dose not 
improve anymore once λ reaches an optimal value. It is interesting to note that the 
search efficiency of DDT is better than that of iDistance and NB-tree no matter what 
value λ is of, and the search efficiency of DDT dose not increase anymore when λ 40. 
Therefore, λ is also a turning factor to the search optimization. Based on our 
experiments, we set λ to 40 as an optimal value empirically. 
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Fig. 7. Effect of λ on the Efficiency of Range Search 

6   Conclusion 

In this paper, we have presented a dual-distance-transformation-based high- 
dimensional image indexing scheme called DDT. We have shown by extensive 
performance studies that the proposed method is more efficient than the four most 
competitive techniques including iDistance, NB-Tree, X-tree and VA-file, in addition 
to sequential scan. Furthermore, being a B+-tree-based index, DDT can be crafted 
easily into an existing database backend or implemented as a stored procedure. 
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Abstract. This paper proposes an approach for retrieving videos based
on object trajectories and subtrajectories. First, trajectories are
segmented into subtrajectories according to the characteristics of the
movement. Efficient trajectory segmentation relies on a symbolic rep-
resentation and uses selected control points along the trajectory. The
selected control points with high curvature capture the trajectory var-
ious geometrical and syntactic features. This symbolic representation,
beyond the initial numeric representation, does not suffer from scaling,
translation or rotation. Then, in order to compare trajectories based on
their subtrajectories, several matching strategies are possible, according
to the retrieval goal from the user. Moreover, trajectories can be repre-
sented at the numeric, symbolic or the semantic level, with the possibility
to go easily from one representation to another. This approach for in-
dexing and retrieval has been tested with a database containing 2500
trajectories, with promising results.

1 Introduction

Advances in computer technologies and the advent of the World Wide Web have
made an explosion of multimedia data being generated, stored, and transmitted.
For managing this amount of information, one needs developing efficient content-
based retrieval approaches that enable users to search information directly via
its content. Currently, the most common approach is to exploit low-level features
(such as colors, textures, shapes and so on). When working with videos, motion
is also an important feature. When browsing a video, people are more interested
in the actions of a car or an actor than in the background. Moving objects attract
most of users’ attention. Among the extracted features from object movement,
trajectory is more and more used. In order to use the trajectory information in
content-based video indexing and retrieval, one must have an efficient represen-
tation method allowing not only to index trajectories, but also to respond to the
various kinds of queries and retrieval needs. For retrieval aspects, the matching
strategies is also of importance.

T.-J. Cham et al. (Eds.): MMM 2007, LNCS 4351, Part I, pp. 418–427, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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Matching to compare between trajectories can be done globally or partially.
For global matching, the whole trajectories are compared to each other. How-
ever, objects in videos can undergo complex movements, and global matching
can prevent from retrieving a partial but important section of the trajectory. In
some cases, the user can be interested in only one part of the object trajectory.
Therefore, it is useful to segment a trajectory into several subtrajectories and
then match the subtrajectories. How to match subtrajectories and how to com-
bine all partial results into a final retrieval result is not as trivial as it seems. In
[1], the authors have segmented the object trajectory into subtrajectories with
constant acceleration. But this approach do not consider the case where the ob-
ject changes direction. In [2], after segmenting a trajectory into subtrajectories,
the authors computed the PCA coefficients for each subtrajectory. However, with
only one matching strategy, it cannot satisfy all user needs.

In the retrieval phase, queries from the user can be done at the numeric, sym-
bolic or semantic level. Many interaction levels allow the user to be more flexible
regarding his/her needs. Similarly, distances between a query and the database
can be measured according to one level or another. Another important aspect
in interactive retrieval is the relevance feedback, which allows an user to refine
the query. A good representation scheme and efficient matching strategies must
take into account all these aspects, taking care of both indexing and retrieval.

After introducing all these aspects, the main contributions of this paper are
the following: Integrate into a representation scheme numeric, symbolic and se-
mantic levels for trajectory-based video indexing and retrieval; Propose a trajec-
tory segmentation algorithm working at the symbolic level, to avoid the problem
of sensibility to noise at the numeric level, and invariant to rotation, translation
or scaling; Present different trajectory and subtrajectory matching strategies;
Go toward semantic trajectory-based video indexing and retrieval.

The rest of the paper is organized as follow. In Section 2, we are proposing
a structure for a SubTrajectory-based Video Indexing and Retrieval (STBVIR),
which includes control point selection, trajectory representation at the numeric
and the symbolic level, trajectory segmentation into subtrajectories and match-
ing strategies. In section 3 we are presenting some aspects linked to semantic.
Some experimental results are shown in section 4. Section 5 is concluding this
paper with some directions for future work.

2 SubTrajectory-Based Video Indexing and Retrieval

2.1 General Description

We are proposing an architecture of STBVIR (figure 1). In this architecture,
object tracking is done by a preprocessing module (not shown here), and ob-
ject trajectories are taken as input. In the real physical world, a trajectory is
represented following 3 dimensions. Without a priori contextual information,
trajectories can be represented in 2D. Knowing the application and its context,
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Fig. 1. Architecture for subtrajectory-based video indexing and retrieval

it can be useful to represent a trajectory in 3D or to map the 2D trajectory into
the monitored environment [3]. In this paper, we will consider only the general
case in 2D, without a priori knowledge on the application.

For indexing, all object trajectories are processed through four modules. The
output is a symbolic representation of the global trajectory or its subtrajectories
or only some selected control points along the trajectory. For retrieval, given a
trajectory query by the user, comparison is made with the trajectories in the
database, at the numeric or the symbolic level. Trajectories that are most similar
(given a matching strategy) with the trajectory query will be returned to users.

2.2 Control Point Selection

A symbolic representation can take all the individual trajectory points as input.
But doing so, computation time can be high, as well for the symbolic representa-
tion as for the trajectory matching. Selecting control points with high curvatures
along the trajectory before computing its representing can help greatly. Selected
control points can capture the trajectory’s various geometrical and syntactic fea-
tures. As one can see in section 4, the results from the two cases, using all points
or only some selected control points, are very similar, but the second case takes
much less time to compute. Moreover, selected control points and their symbolic
representation allow us to propose a segmentation method as described in the
next section.

First, we are describing the control point selection method of [4]. Given a
sequence, T = [(x1, y1), ..., (xn, yn)], n being the length of T , T can be repre-
sented by T = [p1, .., pn]. Let α(p) be the angle of a point p in T , determined by
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(a) (b)

Fig. 2. Selecting control points along a trajectory T . (a) Control points (like p) are
shown along the trajectory T . p− and p+ are linked to the point p by satisfying the
angle constraint given by the Equation 1. (b) p1 and p2 are two selected control points
too close to each other. The one with the smaller angle α will be chosen as the best
control point [4].

two specified points p+ and p− which are selected from both sides of p along T
(figure 2.a) and satisfy

dmin ≤ |p − p+| ≤ dmax and dmin ≤ |p − p−| ≤ dmax (1)

where dmin and dmax are two thresholds. dmin is a smoothing factor used to reduce
the effect of noise from T . With p+ and p−, the angle can be computed using

α(p) = cos−1 ||p − p+||2 + ||p − p−||2 − ||p+ − p−||2
2||p − p+||||p − p−|| (2)

If α(p) is larger than a threshold Tα, set to 150 here, the point p is selected as
a control point. In addition to equation 2, it is expected that the two control
points are far from each other, to enforce that the distance between any two
control points is larger than the threshold defined in (1). If the two candidates
are too close to each other, i.e. ||p1 − p2|| ≤ dmin, the one with the smaller angle
α is chosen as the best control point (figure 2.b).

2.3 Numeric Trajectory Representation Module

Working with raw data from the object trajectory is not always suitable because
these data are sensible to noise and are affected by rotation, translation and
scaling. In order to cope this problem, we have chosen among the existing repre-
sentation methods the one from [5], which also uses both direction and distance
information of the movement.

With a given sequence, TA = [(xa,1, ya,1), ..., (xa,n, ya,n)], n being the length
of TA, a sequence of (movement direction, movement distance ratio) pairs MA

is defined as a sequence of pairs: MA = [(θa,1, δa,1), ..., (θa,n−1, δa,n−1)]. The
movement direction is defined as:
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θa,i =

⎧⎪⎪⎨
⎪⎪⎩

arctan ya,(i+1)−ya,(i)

xa,(i+1)−xa,(i)
− π if xa,(i+1) − xa,(i) ≺ 0 and ya,(i+1)− ya,(i)≤0

arctan ya,(i+1)−ya,(i)

xa,(i+1)−xa,(i)
if xa,(i+1) − xa,(i) ≥ 0

arctan ya,(i+1)−ya,(i)

xa,(i+1)−xa,(i)
+ π if xa,(i+1)− xa,(i)≺0 and ya,(i+1) − ya,(i) � 0

(3)

and the movement distance ratio is defined as follows:

δa,i =

{ √
(ya,(i+1)−ya,(i))2+(xa,(i+1)−xa,(i))2

TD(TA) if TD(TA) �= 0
0 if TD(TA) = 0

(4)

TD(TA) =
∑

1≤j≤n−1

√
(ya,(j+1) − ya,j)2 + (xa,(j+1) − xa,j)2 (5)

Raw trajectory data given to this module become a sequence of pairs of move-
ment direction and movement distance ratio. We can use directly this sequence
to compare trajectories or we can use it as an intermediate information for the
symbolic representation module.

2.4 Symbolic Trajectory Representation Module

Using the previous numeric representation for trajectories, a proposed symbolic
representation from [5] is computed as follows:

Given εdir and εdis, the two dimensional (movement direction, distance ratio)
space is divided into 2π

εdir
∗ 1

εdis
subregions. Each subregion SBi is represented

by two (movement direction, distance ratio) pairs: (θbl,i, δbl,i) and (θur,i, δur,i),
which are the bottom left and upper right coordinates of SBi. A distinct symbol
Ai is assigned for subregion SBi of size εdir ∗ εdis. A pair of movement direction
and movement distance ratio (θa,i, δa,i) will be represented by a symbol Ai if
θbl,i ≤ θa,i ≺ θur,i and δbl,i ≤ δa,i ≺ δur,i.

2.5 Segmentation

From an original trajectory composed of n points T = [(x1, y1), ..., (xn, yn)], a
new trajectory, shorter than the original one, is obtain after control point selec-
tion: T ′ = [(x1, y1), ..., (xm, ym)] where m ≤ n. This trajectory is transformed
into a symbolic representation S = [(A1, ..., Am)] using the quantization map
shown in figure 3.a.

Let AI be the set of symbols with θ being smaller than 0 and AII be the
set of symbols with θ greater than 0. An object going down gets a symbol
belonging to AI (down to the left or to the right), and an object going up gets a
symbol belonging to AII (up to the left or to the right). Therefore, by scanning
a symbolic representation until a change in direction is detected (i.e. symbol at
time t belongs to AI and symbol at time t+1 belongs to AII , or the opposite),
we can create a new subtrajectory including all the points from the last change
in direction to this new change, and so on until the end of the trajectory.
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(a) (b)

Fig. 3. (a) Quantization map used for symbolic representation with their correspond-
ing semantic expressions. (b) An example of parsing from a symbolic to a semantic
representation using this map.

2.6 Subtrajectory-Based Video Indexing and Retrieval

Let TQ = [(x1, y1), ..., (xn, yn)] be a query trajectory. Following the segmenta-
tion algorithm that we have described in section 2.5, we can segment it in N
subtrajectories TQ = {T1Q, ..., TNQ}. Let TD be a trajectory from the indexed
databases divided into M subtrajectories TD = {T1D, .., TMD}. With all these
subtrajectories, we compute their numeric and their symbolic representations.
Doing so, we can compare them using either the Edit Distance on Real Sequence
(EDR) on the numeric representation or the Edit Distance on Movement Pattern
String (EDM) on the symbolic representation [5].

For subtrajectory-based video indexing and retrieval, choosing a good and
efficient matching strategy is important to take into account the various user
needs. If the user is interested in the whole trajectory, a global matching strategy
is a valuable choice, and if he/she just makes more attention in few parts of the
trajectory, partial matching is then the privileged choice. Inspiring ourselves from
[1], we are giving here some different matching strategies: two global matching
strategies (dominant segment (GD) and full trajectory (GF) matching) and three
partial trajectory matching strategies (strict partial (SP), relative partial (RP)
and loose partial (LP) matching). In the following, dDist(TiQ, TjD) is the distance
between a subtrajectory TiQ and a subtrajectory TjD. Dist can be EDR or
EDM . Note that LiQ and LjD are the length of TiQ and TjD respectively.

– Global trajectory matching
• Dominant segment matching(GD): Only the dominant subtrajec-

tory is used to match with those in the database. Dominant subtra-
jectories can be identified as segments with the smallest EDR or EDM
distances.

dDist(TQ, TD) = min(dDist(TiQ, TjD)) (6)
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• Full trajectory matching(GF): All subtrajectories in the original tra-
jectory must match those in the database as described above.

dDist(TQ, TD) =
N∑

i=1

M∑
j=1

wTiQwTjD dDist(TiQ, TjD) (7)

where wTiQ =
LiQ∑N

k=1 LkQ

and wTjD =
LjD∑M

k=1 LkD

(8)

– Partial trajectory matching: A subset of subtrajectories is selected to
match those in the database, and matching is specified in terms of order.
Matching between two subtrajectories is computed using:

matchDist(TiQ, TjD) = true if dDist(TiQ, TjD) ≤ ThresholdDist (9)
matchDist(TiQ, TjD) = false otherwise (10)

• Strict partial matching(SP): The matched subtrajectories between
the query and the database must be strictly in the same order.

• Relative partial matching(RP): The relative order of the matched
subtrajectories between the query and the database must be the same.

• Loose partial matching(LP): No constraint is given on the order of the
matched subtrajectories. Just match a subset of subtrajectories between
the query and the database.

3 Toward a Semantic Trajectory-Based Video Indexing
and Retrieval

The word semantic is more and more used in the information retrieval domain
(in many different ways). The given symbolic representation and segmentation
method allow us to go toward a more semantic subtrajectory-based video in-
dexing and retrieval. Using the quantization map of figure 3.a, a sequence of
symbols representing a trajectory can be translated into a sequence of semantic
words, as shown in figure 3.b.

In order to transform a symbolic representation of a trajectory into a semantic
representation, some abstraction heuristics must be used. For example, if more
than 80% of the symbols of a trajectory belong to the set {’M’,’N’,’E’,’F’} (fig-
ure 3.a) it can be said that this trajectory has the 3 characteristics {Go up,
Slow, right}. In the example of 3.b, the original trajectory is segmented into
two subtrajectories. After the symbolic representation phase for the selected
control points, the trajectory is represented by 8 symbols ’EFEEELLK’. The
first subtrajectory has 5 symbols (EFEEE) while the second one has 3 symbols
(LLK). This trajectory can be abstracted saying that first the objet Go(es) up
Slow ly on the right and then it Go(es) down Slow ly still on the right.

Using this scheme, the user can give a query at the numeric, symbolic or se-
mantic level. Comparison between (sub)trajectories can be done so far at the
numeric (EDR distance) or at the symbolic (EDM distance) level (figure 4.a).
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(a) (b)

Fig. 4. (a)Three levels for trajectory representation. At the numeric level, the user
draws a query, the EDR distance and corresponding matching strategies are used.
At the symbolic level, the user gives a query using a sequence of symbols, the EDM
distance and the proposed matching strategies are used. At the semantic level, the
semantic query is first parsed into a symbolic query. Then, the EDM distance and the
symbolic matching strategies are used. (b) A given semantic query is parsed into a
symbolic representation following two different parsing methods.

To process a semantic query, one must first parse it into a symbolic represen-
tation. But more than one symbol can correspond to a sole semantic word. For
this reason, two methods are possible for parsing the semantic query. The first
one is to choose a representative symbol from a semantic characteristic of the
movement, using an Ap match comparison like in [5]. Ai Ap match Aj if and
only if Ai = Aj or Ai is neighboor of Aj . The second method is to generate
all possible symbolic sequences and then, combine or choose between all the
matching results (following some pre-defined strategies). In figure 4.b, given the
semantic query ”Give me a video containing an object that Go(es) up Slow ly
on the right in 5 time units”, then the two corresponding symbolic sequences,
according to both parsing methods, are shown.

This preliminary discussion about semantic aspect in subtrajectory-based
video indexing and retrieval is still on-going work, but we can foreseen some
promising results in achieving semantic indexing and retrieval.

4 Experiments and Results

In order to analyze our system performances, we have used the free trajectory
database1 containing 2500 trajectories coming from 50 categories.

Recall and precision curves are widely used to evaluate performance of infor-
mation retrieval system. In our tests, we have set n/20 and n/15 for dmin and
dmax respectively where n being the length of T. We have chosen εdir = π/4
and εdis = 0.125 for the symbolic representation. Figure 5.a shows the results of
our system with all individual of trajectory or some selected control points using
1 http://mmplab.eed.yzu.edu.tw/trajectory/trajectory.rar
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(a) (b)

Fig. 5. (a) Recall/precision curve for the EDR and EDM distance with all points from
the trajectory and only the selected control points. The curve with green stars and
the one with yellow triangles present retrieval results using the EDR distance with all
points from trajectories and only selected control points respectively. The curve with
violet circles and the one with blue rectangles present retrieval results using the EDM
distance with all points from trajectories and only selected control points respectively
(b) Recall/precision curve for the EDR distance with different matching strategies.
The curve with triangles presents retrieval results using the EDR distance with the
Full trajectory (GF) matching strategy while the curve with circles presents retrieval
results using the EDR distance with the Dominant segment (GD) matching strategy.

(a) (b)

Fig. 6. (a) Results for the SP, RP, LP matching strategies. The curve with green
triangles presents the retrieval results using the EDR distance with the SP strategy,
the curve with violet circles presents retrieval results using the EDR distance with the
RP matching strategy and the curve with blue rectangles presents retrieval results using
the EDR distance with the LP matching strategy (b) System interface for retrieval,
the trajectory query being on the left and the first sixteen result images on the right
shown according to their EDR distance with the trajectory query.

the EDR distance for numeric representation and the EDM distance for sym-
bolic representation. One can realizes that results using selected control points
with the EDR distance are comparable with those using all points from the
trajectory. The EDR distance in both cases gives better results than the EDM
distance.
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Figure 5.b shows the results of our system with different global matching
strategies, GF and GD with the EDR distance. With this database, the results
with the GF matching strategy are better than with the GD matching strategies.
However, in the case where the user is interested in only one part of trajectory,
the GD matching strategy is an efficient choice. Figure 6.a shows the results for
the three partial matching strategies, SP, RP and LP, using a threshold of 60
and the EDR distance.

Query acquisition and result display is an important but difficult task in
trajectory-based video indexing and retrieval. We have implemented a retrieval
interface, as shown in figure 6.b. The trajectory query drawn on the left and the
first sixteen result images on the right are shown sorted with their EDR distance
with the trajectory query. It is possible to draw the corresponding trajectories
from a numeric or a symbolic representation.

5 Conclusions and Future Work

In this paper, a subtrajectory-based video indexing and retrieval system has been
proposed. Our system has some notable characteristics. Firstly, it allows the users
to search desirable trajectory or only part of a trajectory (according to many
matching strategies). It effects both EMD and EDR distance that count similar
subsequences and assign penalties to the gaps in between these subsequences.
Thus, unlike Longest Common SubSequence (LCSS)[5], it does consider gaps
within sequences. Secondly, it offers a fast searching (because the trajectories
or their subtrajectories are compared by matching only their selected control
points), and it allows an efficient segmentation method based on a symbolic
representation that is invariant to rotation, scaling and translation. Finally, all
these advantages allows us to go toward semantic trajectory-based video indexing
and retrieval system, although further work is needed to fully achieve it.
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Abstract. In this paper, we propose a novel image feature representa-
tion method using fractal codes and its application to image retrieval. A
fractal code consists of contractive affine mappings; each mapping rep-
resents a similarity relation between two regions in an image. A fractal-
coded image is composed of a set of fractal codes. In the encoding process,
the region sizes in the fractal codes tend to reflect the local features in
the original image. We propose a method to represent this size as a fea-
ture image termed as a ‘DR image’. We also propose an efficient retrieval
method using correlograms of DR images. This retrieval method is an ap-
plication of DR images and can be used in the compressed domain. The
effectiveness of the proposed methods have been illustrated by several
experiments using an image database released on the Internet.

Keywords: Fractal-Coded Image, Image Feature Representation,
Correlogram, Compressed-Domain Retrieval.

1 Introduction

Generally, an image is represented as a two-dimensional array of pixels wherein
the brightness value of each pixel is recorded. In image analysis, images are often
transformed into various domains to extract their useful features. For example,
there are several transforms such as color transform, distance transform, hough
transform, fourier transform, wavelet transform and so on. In this paper, we pro-
pose a new feature representation method using fractal codes obtained by fractal
transform. Fractal transform is a relatively new compression method proposed
by Barnsley [1]. We employ the fractal codes to represent features in the original
image, resulting in a feature image that we termed as a ‘DR image’. Here, ‘DR’
is an abbreviation for domain and range. Since DR images can be directly ex-
tracted from fractal codes, they can be represented in the compressed domain,
thereby eliminating the time-consuming decoding process in image retrieval [2].
We also propose an application of DR images in image retrieval. It is the third
in a series of applications of correlograms in image retrieval, after color correlo-
grams [3] and wavelet correlograms [4]. We have formulated a prototype system
and evaluated the effectiveness of our method by means of some experiments.

T.-J. Cham et al. (Eds.): MMM 2007, LNCS 4351, Part I, pp. 428–439, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



DR Image and Fractal Correlogram 429

2 Fractal Codes

Fractals are self-similar and independent of scale. Fractal transform compression
is based on the self-similarity feature of an image. Its compression principles were
proposed by Barnsley [1]. He used a system of mappings termed as the ‘iterated
function system (IFS)’, and Jacquin [5] improved Barnsley’s method to realize a
fully automatic encoding process. Since an image is partitioned into regions in the
encoding (i.e. affine mapping generation) process, Jacquin’s method is generally
referred to as a ‘partitioned IFS (PIFS)’. The PIFS method forms the foundation
of present fractal transform techniques [6]. Therefore, we assume that a fractal
code is invariably obtained by PIFS encoding. In this paper, the compression
principles and encoding algorithms have not been described in detail. For details,
refer [7].

A fractal-coded image consists of a set of contractive mappings. In encoding,
an image is partitioned into large regions called ‘domains’ and smaller regions
called ‘ranges’. Domains may overlap, while ranges tile the entire image. By
determining a contractive mapping wi for each range Ri from a relevant domain
Di and collating wi from all the ranges, a fractal-coded image W can be derived
as follows.

W (·) =
N⋃

i=1

wi(·), (1)

Ri = wi(Di). (2)

Here, N is the number of ranges that is equal to the cardinality of W (·). Usually,
the affine transformation is denoted as wi.

wi
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Here, si
00, si

01, si
10 and si

11 are the parameters of spatial rotations and flips of Di,
αi is the contrast scaling parameter and βi is the luminance offset. An actual
fractal code ci possesses the entire information required to construct wi (see
Fig. 1).

ci =
(
(xDi , yDi), (xRi , yRi), sizei, θi, αi, βi

)
(4)

Here, (xRi , yRi) is the upper-left coordinate of Ri and (xDi , yDi) is the upper-
left coordinate of Di. The size of Ri is denoted by sizei, and θi is the index of
the spatial rotation of Di. We denote the fractal-coded image C of the original
image I as a set of ci.

C =
N⋃

i=0

ci (5)
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Di

Ri

(xDi , yDi)

(xRi , yRi)

wi

Ri = wi(Di)

sizei

2 × sizei

Fig. 1. wi represents the similarity relation between Ri and Di

3 DR Image

In this section, we introduce a new feature representation method using fractal
codes. Among the information derived from fractal codes, we employ region
sizes to create a new feature image. Owing to this transformation, we can apply
existing image analysis methods. As the feature image is based on the domain
and range data of the fractal codes, we termed it as a ‘DR image’.

3.1 Distinct Property of Region Sizes in Fractal Codes

In encoding, a fractal encoder determines similar regions by using adaptive region
partitioning. The region sizes depend on the local feature of the regions in the
original image. For example, smaller ranges tend to be assigned to high-frequency
edges or line regions, and the corresponding domains also exhibit a similar ten-
dency. Larger ranges and domains tend to be assigned to low-frequency flat
regions. Combinations of different sizes are assigned to texture regions that con-
tain both high- and low-frequency regions. We assume that these properties of
the region sizes in fractal codes can be useful features in image analysis. Fur-
thermore, these features of fractal codes are directly accessible in the compressed
domain.

3.2 DR Image and Creation Algorithm

To utilize the useful properties of region sizes in image analysis, we propose a
DR image and its creation algorithm. The DR image records both the range
and domain sizes on each pixel from the original image, and we can construct it
without decoding the fractal-coded image.

We elaborate upon the DR image by means of a concrete example. Fig. 2
shows a pixel value and related regions in the DR image. Each of the fractal
codes can employ one of the three different range sizes (4× 4, 8× 8 and 16× 16
pixels) and three different domain sizes (8 × 8, 16 × 16 and 32 × 32 pixels).
The brightness value of each pixel in the DR image requires five bits. The most
significant two bits denote the range size in which the pixel belongs, and the
least significant three bits denote the corresponding domain sizes. As the ranges
are usually disjoint, each pixel is included in only one range. If the number of
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possible range sizes is three, two bits are sufficient for their representation. In
this case, we assign the most significant two bits ‘00’ to the 16 × 16 range, ‘01’
to the 8 × 8 range and ‘10’ to the 4 × 4 range. While domains are allowed to
overlap with each other, it is possible that each pixel is included by domains
with different sizes. If the number of possible domain sizes is three, three bits
are necessary for their representation. In Fig. 2, the 01011-valued pixel indicates
that it is included in an 8 × 8 range and both 16 × 16 and 32 × 32 domains.
Thus, a DR image can be considered to be a grey-scale representation of the
fractal-code contents.

Range Domain

32 × 32 domain

16 × 16 domain

8 × 8 domain

Size 8 × 8 (01) 8 × 8 16 × 16 32 × 32

01011 0 01 1 1

Fig. 2. Definition of a pixel value in DR images. Coloured squares denote domains,
and the squares enclosed within lines denote ranges. The pixel in the region indicated
by the arrow has an 8× 8 range and both 16× 16 and 32× 32 domains; hence it has a
value of 01011.

Fig. 3 shows the DR image creation algorithm. It is evident that the brightness
value of each pixel in the DR image obtained using this algorithm represents the
region sizes.

4 Retrieval Method for DR Images

In this section, we propose a new image retrieval method using DR images. Since
this retrieval method depends on the correlogram, we term this method as ‘fractal
correlogram’. The correlogram was originally proposed by Jing Huang et al [3]
for content-based color image retrieval. First, we investigate the correlogram.

4.1 Correlogram

The correlogram is a type of spatial extension of a histogram. The main advan-
tages of a correlogram are as follows: 1) it includes the spatial correlation of
pixels, 2) it describes the global distribution of local spatial correlation of pixels,
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CreateDRimage(C) outputs the DR image IDR created from the fractal-
coded image C of the original image I .

1. Initialize IDR:
Instantiate an l-bit gray-scale image with all the pixels having zero value.
l denotes the brightness level sufficient to represent the region sizes.

2. Compute each fractal code ci in C:
If the pixels in IDR are included in a range Ri or a domain Di of ci, set
the corresponding bits of the pixels to 1.

3. Return IDR.

Fig. 3. The CreateDRimage algorithm

3) it is easy to compute, 4) the feature size is fairly small, and 5) it outperforms
the traditional histogram.

Let I be an n× n gray-scale image. When a pixel p1 has the brightness value
b1 equal to bi, the correlogram γ

(k)
bi,bj

represents the probability of the brightness
value b2 of a pixel p2 at a distance of k from p1 assumes the value bj .

γ
(k)
bi,bj

= Pr(b2 = bj , ||p1 − p2|| = k | b1 = bi) =
Γ

(k)
bi,bj

(I)

8khbi

(6)

For convenience, L∞-norm is used to measure the distance between the pixels,
and the value 8k in the denominator is due to this norm. hbi is the total number
of bi-valued pixels, and Γ

(k)
bi,bj

(I) is the total number of bj-valued pixels at a
distance k from each bi-valued pixel.

Γ
(k)
bi,bj

(I) = #{(p1, p2) | p1 ∈ Ibi , p2 ∈ Ibj , ||p1 − p2|| = k} (7)

Here, # denotes the cardinality of a set, Ibi denotes the set of bi-valued pixels.
When the number of brightness levels in I is m and the number of distance levels
is d, the correlogram dimension becomes m2d.

The correlogram between pixels of identical brightness (bi = bj) is referred to
as an ‘autocorrelogram’ and is defined as

α
(k)
b (I) = γ

(k)
b,b (I). (8)

The autocorrelogram is md-dimensional, and its computational cost significantly
reduces than a general correlogram without a significant reduction in the retrieval
accuracy. Therefore, we apply the autocorrelogram for DR images.

In order to retrieve DR images using correlograms, an appropriate distance
measure is required. We employ the following distance dμ (μ = 1) [8] that is also
used in the original paper on correlogram.

d1(I, I ′) =
∑

k

|α(k)
b (I) − α

(k)
b (I ′)|

1 + α
(k)
b (I) + α

(k)
b (I ′)

(9)

Here, the integer 1 in the denominator prevents division by zero.
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4.2 Directional Correlogram

L∞-norm, which is used in calculation of a correlogram is easy to compute; how-
ever, it is insensitive to image rotation. Since rotation-sensitive image retrieval
is usually required, we extend the original correlogram to obtain a direction-
sensitive correlogram. For this purpose, we divide the original L∞-norm correl-
ogram into four directional sub-correlograms.

Fig. 4 shows the manner of division. Let the white circles denote the b-valued
pixels, and the gray circles denote the pixels with brightness values different
from that of b. Suppose the central white circle is p1 (b-valued), and other cir-
cles on the thick rectangle denote the k-distant pixels. We divide the k-distant
pixels into four parts (V ertical, Horizontal, Diagonal45 and Diagonal135) and
independently count the b-valued pixels in each division.

#Horizontal = 4#Vertical = 2
#Diagonal45 = 4 #Diagonal135 = 0

Fig. 4. Determination of the direction-sensitive correlogram by k-distant neighbour
division. Four directions were used. White circles on the thick rectangle denote k-
distant neighbours with equal brightness. Two of them are in the V ertical part, zero
in the Diagonal135 part and four in the other two parts.

The pixels on the upper and lower yellow ovals are members of the V ertical

neighbour. Let λ
(k,v)
b (x, y) denote the number of pixels in the V ertical neighbour

at a distance k from (x, y).

λ
(k,v)
b (x, y) = #{(x ± i, y ± k) ∈ Ib | 0 ≤ i ≤ k − 1

2
} (10)

Using this definition, the number of matching pixels becomes

Γ
(k,v)
b (I) =

∑
(x,y)∈Ib

λ
(k,v)
b (x, y). (11)

From the above-mentioned definitions, we can calculate the correlogram for the
vertical direction.

α
(k,v)
b =

Γ
(k,v)
b (I)
2khb

(12)
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Here, the value 2k in the denominator implies that the value 8k due to the L∞-
norm is divided by the four directions. In a similar manner, we can calculate the
correlograms for Horizontal, Diagonal45 and Diagonal135 directions.

4.3 Indexing Algorithm

The directional correlogram indexing algorithm is described in this section. A
CreateIndex function (Fig. 5) outputs the correlogram indexed file for fractal-
coded images in the database DB. This index file contains pairs of the filename
of the fractal-coded image and its correlograms. By calculating the distance
between the correlograms of the query image and each of the elements in the
index file and then sorting the filenames according to distance in the ascending
order, we can obtain images that are similar to the query image.

CreateIndex(DB) outputs the index file for retrieval created from the DB
database that consists of fractal-coded images. The index file consists of pairs
of a filename and its correlograms. The distance k is given.

1. Make DR images:
For each fractal-coded image C in DB, execute CreateDRimage(C).

2. Create correlograms:
For each DR image, calculate the directional correlograms at a distance
k, and add them to the index file.

3. Return the index file (discard the DR images if they are unnecessary).

Fig. 5. The CreateIndex algorithm

5 Experiments

In this section, we show several experimental results. We use an image database
[9] released on the Internet. This database has 1,000 images (324 × 256 pixels)
classified into ten categories, and each category contains 100 images. We used the
Mars fractal codec software [10] and C (gcc 2.9.53 on Linux 2.4.2) environment
for our system implementation. All experiments were performed on an Intel
Pentium IV CPU with a speed of 2.80 GHz and a memory of 1 GB.

5.1 DR Image Creation

Table 1 shows some DR images obtained from the fractal-coded images by the
proposed creation algorithm. The average time required to create one DR image
from 1,000 fractal-coded images is 0.02 s. In DR images, the pixels that have
high brightness values correspond to smaller ranges with several different domain
sizes. These pixels are observed on edges or texture regions in the original image.
The pixels that have low brightness values correspond to larger ranges with fewer
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domains. These pixels are observed on flat regions in the original image. We can
visually confirm these properties.

5.2 Retrieval Performance

In this section, we evaluate the performance of our retrieval method using DR
images and the directional correlogram. We developed a retrieval system with
a user-interface generated by a CGI program in C and PHP languages. Users
can retrieve images by inputting a query image or randomly selecting an image
from some database. Fig. 6 shows the example results given by the system. The
retrieved images follow the query image. The corresponding DR images are also
outputted.

Fig. 6. Example retrieval results of the prototype system

Comparison of Normal and Directional Correlograms. We compare the
performances of a normal correlogram and a directional correlogram. A normal
correlogram has 96 dimensions (4 distances × 24 brightness levels). A directional
correlogram –each distance having four directions– has 384 dimensions (4 direc-
tions × 4 distances × 24 brightness levels). The process time required to create
the index file from 1,000 DR images using the normal correlogram is 10.2 s and
from the directional correlogram is 26.6 s.
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Table 1. Images in the ten categories of [9] and their DR images

Category name Original image DR image

Africans

Beaches

Buildings

Buses

Dinosaurs

Elephants

Flowers

Horses

Mountains

Food
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We evaluate the performance of the retrieval system using two indices: the
average precision in the first N retrieved images and the average rank of all the
correctly retrieved images. Let the query image Q belong to image category A,
and rank(Ii) denote the rank of retrieved image Ii for Q. Y (Q) denotes the set
of correctly retrieved images for Q: Y (Q) = {Ii | rank(Ii) ≤ N, Ii ∈ A}. Then,
the two indices are defined as

– Average precision

P (Q) =
|Y (Q)|

N
, (13)

– Average rank

R(Q) =
1

NA

NA∑
i=1

rank(Ii). (14)

Here, NA is the number of images in category A (NA = 100 for all the values of
A used here). For a system that randomly retrieves images, the average values of
precision and rank are approximately 0.1 and 500, respectively. For ideal retrieval
systems, these values are approximately 1.0 and 50, respectively.

Table 2 shows the average precisions (N = 10 and N = 30), and Table
3 shows the average ranks. From both these results, we can confirm that the
performance of the directional correlogram is marginally better than the normal
correlogram. The average time required to process one query image using the
normal correlogram is 0.11 s, and the directional correlogram is 0.38 s. From
these results, we suggest that a directional correlogram can be considered to be
a practical option.

Table 2. Average precisions of the normal correlogram and directional correlogram
(%)

N = 10 N = 30
Normal Directional Normal Directional

Africans 45.1 46.7 34.8 36.2
Beaches 32.4 33.5 23.7 25.1
Buildings 48.8 49.9 39.1 40.0

Buses 66.1 73.9 55.6 63.6
Dinosaurs 94.9 95.4 90.8 91.7
Elephants 36.4 37.8 25.6 26.4
Flowers 85.7 84.5 78.9 76.5
Horses 64.5 66.3 50.0 50.9

Mountains 36.2 36.5 28.4 28.9
Food 41.2 43.8 32.5 34.1
Total 55.1 56.8 45.9 47.3
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Table 3. Average ranks of the normal correlogram and directional correlogram

Normal Directional
Africans 340 338
Beaches 379 373
Buildings 325 325

Buses 181 166
Dinosaurs 106 97
Elephants 362 361
Flowers 139 146
Horses 357 352

Mountains 313 311
Food 294 292
Total 279 276

Comparison of Fractal and Wavelet Correlograms. We compare the pro-
posed method with the wavelet correlogram. The wavelet correlogram is a re-
trieval method for wavelet coefficients reflecting the local frequency features of
the images. The wavelet correlogram used in [11] has 96 dimensions, and the
fractal correlogram has 384 dimensions in this comparison.

Table 4 shows the average precisions and average ranks (the results of the
wavelet correlogram are quoted from [11]). In the Beaches, Buses and Elephants
categories, the performance of the fractal correlogram are notably inferior to the
wavelet correlogram. The images in these categories include outdoor scenes that
contain foreground objects in front of complicated backgrounds. While the fractal
correlogram in the Dinosaurs category outperforms the wavelet correlogram. The
images in this category have simple backgrounds. The total performances of the
two methods are almost the same; however, the fractal correlogram appears to
prefer non-cluttered images as opposed to the cluttered ones preferred by the
wavelet correlogram.

Table 4. Average precisions (N = 100) and ranks of the fractal correlogram and
wavelet correlogram

Fractal correlogram Wavelet correlogram [11]
Precision (%) Rank Precision (%) Rank

Africans 25.1 338 29.5 288
Beaches 18.4 373 28.9 341
Buildings 28.6 325 29.3 316

Buses 48.5 166 62.7 113
Dinosaurs 71.9 97 26.2 421
Elephants 19.5 361 30.9 241
Flowers 60.0 146 58.6 150
Horses 31.0 352 36.7 267

Mountains 23.4 311 23.0 335
Food 25.7 292 34.7 242
Total 35.2 276 36.1 271
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6 Conclusions

In this paper, we have proposed a new concept of DR images and its application
to image retrieval using correlograms. A DR image can be created from a fractal-
coded image without any decoding. We visually confirmed the versatility of a
DR image. Since DR image creation is independent of the decoding process,
we can apply this method to any type of fractal-coded images. We have also
proposed a correlogram-based retrieval method for DR images and demonstrated
the effectiveness of this method. We believe that the DR image can form the
foundation over which fractal-code-based compressed-domain image retrieval can
be realized.
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Abstract. This paper presents a cross-modal approach of image re-
trieval from a medical image collection which integrates visual informa-
tion based on purely low-level image contents and case related textual
information from the annotated XML files. The advantages of both the
modalities are exploited by involving the users in the retrieval loop. For
content-based search, low-level visual features are extracted in vector
form at different image representations. For text-based search, keywords
from the annotated files are extracted and indexed by employing the vec-
tor space model of information retrieval. Based on the relevance feedback,
textual and visual query refinements are performed and user’s perceived
semantics are propagated from one modality to another. Finally, the
most similar images are obtained by a linear combination of similarity
matching and re-ordering in a pre-filtered image set. The experiments
are performed on a collection of diverse medical images with case-based
annotation of each image by experts. It demonstrates the flexibility and
the effectiveness of the proposed approach compared to using only a
single modality or without any feedback information.

1 Introduction

The digital imaging revolution in the medical domain over the past three decades
has changed the way physicians diagnose and treat diseases. A large number of
digital images of diverse modalities (e.g. X-ray, CT, MRI, PET, etc.) are gen-
erated every day in the hospitals with sophisticated image acquisition devices
[1]. Currently, the utilization of the medical images is limited due to the lack of
effective search methods and keyword-based searches have been the dominating
approach for the medical database management [1,2]. Medical images of diverse
modalities can not be effectively indexed or organized with only text-based search
techniques. Since, it might be difficult to describe some of the distinct visual fea-
tures with only keywords, which is very subjective in nature and depends on the
expertise of the annotator. This motivates the need for effective way to retrieve
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relevant images from such repositories based on their visual content, commonly
known as content-based image retrieval (CBIR) [3]. In a typical CBIR system,
low-level visual features (e.g. color, texture, shape, edge, etc.) are generated in a
vector form and stored to represent the query and target images in the database.
While much research effort has been made on the development of the CBIR sys-
tems in the medical domain, the performances are still limited and there is no
real clinical integration yet.

In general, users would like to pose semantic queries in medical databases
using textual descriptions and find images relevant to those semantic queries.
For example, one should be able to pose a query like “Find chest X-ray images
with tuberculosis”. This will be difficult if not impossible with the current CBIR
technologies, which may easily find images of chest X-ray, however, it will hardly
be able to distinguish between tuberculosis and bronchitis in the lung without
any additional information. Complementing an image with words may provide
significant semantics. Adding textual information to the system will solve the
problem at the first hand. Adding visual information to the text retrieval will also
help to distinguish specific visual only features. As an example, for a query like
“Find chest CT images with micro nodules”, by using merely keywords will only
succeed when such an image is sufficiently annotated with the keyword “nod-
ules”. However, it would be more appropriate to perform the search based on
the image content (e.g., textural properties) in this case, which might describes
different types of nodule structures easily. Hence, integration of textual informa-
tion to a CBIR system or image content information to a text retrieval system
might help to close the semantic gap and improve the retrieval performance.

Image retrieval based on multi-modal information sources has been a popular
research issue in the last few years [4,5,6]. A simple approach in this direction is
to conduct text and content-based retrieval separately and merging the retrieval
results of the two modalities [4,5] or combine the textual and visual statistics in
a single index vector for content based search [6]. Another approach prompt the
user for feedback on the retrieval results and then use this feedback on subse-
quent retrievals with the goal of increasing retrieval performance. For example,
in [4], the well known Rocchio algorithm [7] is utilized in a modified way to
incorporate both text and image feature contents. In [5], relevance feedback is
utilized to select the appropriate Minkowski metrics and adjust weights to differ-
ent modalities. Motivated by the above relevance feedback paradigm, this paper
presents an interactive framework for medical image retrieval which allows cross-
modal (text and image) query by propagating user’s perceived semantics from
one modality to another. This framework would allow users enough flexibility
in searching images and finally provides the retrieval results by integrating the
results of the both modalities.

2 Retrieval Approach Based on Image Content

The performance of the CBIR systems depends on the underlying image rep-
resentation usually in the form of a feature vector [3]. To generate the feature
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vectors of complementary nature, low-level color, texture and edge-based fea-
tures are extracted from different image representations. For global image fea-
ture, MPEG-7 based Edge Histogram Descriptor (EHD), fEHD and Color Lay-
out Descriptor (CLD), fCLD are extracted [8]. To represent the image feature
at the semi-global level, a grid based approach is taken into account to divide
the images in five overlapping sub-images. These sub-images are obtained by
first dividing the entire image space into 16 non overlapping sub-images. From
there, four connected sub-images are grouped to generate five different clusters
of overlapping sub-regions. The moment-based color and texture features are
extracted from each of the sub-region. For moment-based color feature, the first
(mean) and second (standard deviation) central moments of each color channel
in HSV color space are extracted. Texture features are extracted from the grey
level co-occurrence matrix (GLCM) [9]. GLCM is defined as a sample of the
joint probability density of the gray levels of two pixels separated by a given
displacement. Second order moments, such as energy, maximum probability, en-
tropy, contrast and inverse difference moment are measured based on the GLCM.
Color and texture feature vectors are normalized and combined to form a joint
feature vector fSG

r of 11-dimensions (6 for color and 5 for texture) for each
sub-region r and finally obtained a 55-dimensional (5 × 11) semi-global feature
vector fSG.

Images in the database may vary in sizes for different modalities or within
the same modality and may have translations. Resizing them into a thumbnail
of a fixed size may overcome the above difficulties. Reduction in size also may
reduce some noises due to the artifacts presents in the images, although it may
introduce distortion. These kinds of approaches are extensively used in face or
finger-print recognition and have proven to be effective. For scaled-based feature
vector, each image is converted to a gray-level image and down scaled to 64×64
regardless of the original aspect ratio. Next, the down-scaled image is partitioned
further with a 16 × 16 grid to form small blocks of (4 × 4) pixels. The average
gray value of each block is measured and concatenated to form a 256-dimensional
feature vector fScaled. By measuring the average gray value of each block, it can
cope with global or local image deformations to some extent and adds robustness
with respect to translations and intensity changes.

Now, for comparing query image QI and target image TI in the database
based on global features, a weighted Euclidean distance measure is used as

DISglobal(QI , TI) = ωCLDDCLD(QI , TI) + ωEHDDEHD(QI , TI), (1)

where, DCLD(QI , TI) = ||fCLD
Q − fCLD

T ||2 and DEHD(QI , TI) = ||fEHD
Q − fEHD

T ||2
are the Euclidean distance measures for CLD and EHD feature vector respec-
tively and ωCLD and ωEHD are weights for each feature distance measure subject
to ωCLD + ωEHD = 1 and adjusted as ωCLD = 0.4 and ωEHD = 0.6 in the
experiment. For scaled feature, we also use the Euclidean distance measure as

DISScaled(QI , TI) = ||fScaled
Q − fScaled

T ||2 (2)
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The semi-global distance measure is described as

DISsemi-global(QI , TI) =
1
5

5∑
r=1

Dr(fQr
, fTr

) (3)

where, Dr(fQr
, fTr

) = ||fSG
Qr

− fSG
Tr

||2 represents the Euclidean distance measure
of each region feature vector.

The overall image level similarity is measured by fusing of a weighted combina-
tion of individual similarity measures. Once the distances are measured as above,
the following function is used to transform them into similarity measures as
S(QI , TI) = exp−DIS(QI ,TI )/σDIS(QI ,TI ) , where σ2

DIS(QI ,TI) is the distance variance
computed for each distance measure separately over a sample image set. After
the similarity measures of each representation are determined as Sglobal(QI , TI),
Sscaled(QI , TI) and Ssemi-global(QI , TI), they are aggregated or fused into a single
similarity matching function as follows:

Simage(QI , TI) = wgSglobal(QI , TI) + wsSscaled(QI , TI) + wsgSsemi-global(QI , TI)
(4)

Here, wg, ws, and wsg are non-negative weighting factors of different feature level
similarities, where wg + ws + wsg = 1 and selected as ωg = 0.4, ωs = 0.2, and
ωsg = 0.4 for the experiments.

3 Retrieval Approach Based on Textual Content

To incorporate textual information in the retrieval framework, we have decided
to use the popular vector space model of information retrieval [10]. Each image
in the collection is attached to a manually annotated case or lab report in a XML
file. Figure 1, shows an example image (e.g., X-ray of lung with tuberculosis)
and its annotation with several XML tags in the right side. The most important
information about the case is mainly contained inside the description tag. Hence,
information from only this tag is extracted for each XML file and preprocessed
by removing stop words that are considered to be of no importance for the actual
retrieval process. Subsequent to the stopping process, the remaining words are
reduced to their stems, which finally form the index terms or keywords.

Vector space model treats documents and queries as vectors in a N-dimensional
space, where N is the number of keywords in the collection. So, each annotated
file TD of image TI in a collection is represented as a vector [10]:

fTD =< w1TD , · · · , wNTD > (5)

where the element wiTD represents the weights of keyword wi appearing in doc-
ument TD. The element wiTD can be weighted in a variety of ways. We fol-
lowed the popular TF-IDF weighting scheme. Both the global and the local
weights are considered in this approach [10]. The local weight is denoted as
Li,j = log(fi,j) + 1, where fi,j is the frequency of occurrence of keyword wi in
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Fig. 1. An example image and associated XML file

document TD. The global weight Gi is denoted as inverse document frequency as
Gi = log(M/Mi)+1, for i = (1, · · · , , N), where Mi be the number of documents
in which wi is found and M is the total number of documents in the collection.
Finally, the element wiTD is expressed as the product of local and global weight as
wiTD = Li,j ∗Gi. In vector space model, the direction or angle of the vectors are
a more reliable indication of the semantic similarities of the documents. Hence,
we adopt the cosine similarity measure between normalized feature vectors of
the textual query QD and document TD as a dot product as follows [10]:

Stext(QD, TD) =
N∑

i=1

wiQD ∗ wiTD (6)

The vector space model returns ranked documents in an order. Such an ordering
will determine the similarity of a document to the query and will be useful
enough when we combine the result from both the text and image based retrieval
as discussed in section 6.

4 Textual and Visual Query Refinement by Relevance
Feedback

Information retrieval in general is an unsupervised or isolated process as there is
no real human-computer interaction, except only when the user submit a query
(either with keywords or example images) to the system. However, the perfor-
mance would be improved if users have some indication of relevant and irrelevant
items to use in the ranking, commonly known as relevance feedback [11,12]. It
prompts the user for feedback on retrieval results and then use this feedback
on subsequent retrievals with the goal of increasing retrieval performance. In
a medical image retrieval system, the user at first may want to search images
with keywords as it is more convenient and semantically more appropriate. How-
ever, a short query with few keywords may not enough to incorporate the user
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perceived semantics to the retrieval system. Hence, a query expansion process
is required to add additional keywords and re-weight the original query vector.
Query expansion is a standard technique for reducing ambiguity in the informa-
tion retrieval [12]. In this work, the textual query refinement is done based on
the well known Rocchio algorithm [7]. The formula for the modified query vector
is as follows:

fm
QD

= α fo
QD

+ β
1

|Dr|
∑

fTD
∈Dr

fTD − γ
1

|Dnr|
∑

fTD
∈Dnr

fTD (7)

where, fm
QD

and fo
QD

are the modified and original query vectors, Dr and Dnr are
the set of relevant and irrelevant document vectors and α, β, and γ are weights.
This algorithm generally moves a new query point toward relevant documents
and away from irrelevant documents in feature space [7].

Visual features of images also play an important part in a multi-modal system.
Therefore, we also need to perform relevance feedback with the image query
for better precision. Our idea of image query refinement based on the visual
features is the following: user will provide the initial image query vector fx

Q(0), x ∈
{EHD, CLD, SG, Scaled} for each feature to retrieve K most similar images
based on the similarity measure function in equation (4). If the user is not
satisfied with the result, then he/she will select a set of relevant or positive
images compared to the query image. It is assumed that, all the positive feedback
images at some particular iteration will belong to the user perceived semantic
category and obey the Gaussian distribution to form a cluster in the feature
space. We consider the rest of the images as irrelevant and they may belong to
different semantic categories. However, we do not consider the negative images in
this image-based feedback algorithm. Let, Nr be the number of relevant images
at iteration k and fx

Tj
∈ d is the feature vector that represents j-th image

for j ∈ {1, · · · , Nr}, then the new query point at iteration k is estimated as
fx
Q(k) = 1

Nr

∑Nr
j=1 fx

Tj
as the mean vector of positive images and covariance matrix

is estimated as Cx
(k) = 1

Nr−1

∑Nr
j=1(f

x
Tj

−fx
Q(k))(f

x
Tj

−fx
Q(k))

T . However, singularity
issue will arise in covariance matrix estimation if fewer than d+1 training samples
or positive images are available as will be the case in user feedback images. So,
we add regularization to avoid singularity in matrices as follows[13]:

Ĉx
(k) = αCx

(k) + (1 − α)I (8)

for some 0 ≤ α ≤ 1 and I is the d × d identity matrix.
After generating the mean vector and covariance matrix for a feature, we

adaptly adjust the Euclidean distance measures with the following Mahalanobis
distance measure [14] for the feature x of image Qx

I and T x
I as:

DISMaha(Qx
I , T x

I ) = (fx
Q(k) − fx

T)T Ĉx
−1

(k)(f
x
Q(k) − fx

T) (9)

The Mahalanobis distance differs from the Euclidean distance in that it takes
into account the correlations of the data set and is scale-invariant, i.e. not
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dependent on the scale of measurements [14]. Basically, at each iteration of the
relevance feedback, we generate several mean vectors and covariance matrices for
all the individual feature vectors and use it in the distance measure of equation
(9). Finally, a ranked based retrieval result is obtained by applying the fusion-
based similarity function of equation (4). So, the above image-based relevance
feedback approach performs both the query refinement and similarity matching
adjustment at the same time.

5 Cross-Modal Interaction and Integration

Various techniques have been proposed to combine or integrate the results from
the text and image modalities either simultaneously or sequentially [4,5,6]. This
section describes about how to interact with both the modalities in a user’s
perceived semantical and sequential way. We have considered a pre-filtering and
re-ranking approach based on the image search in the filtered image set which is
obtained previously by the textual search. This approach might be more appro-
priate and effective in medical domain as majority of the images are categorized
by their disease related names, such as cancer images of the brain or lung. Hence,
it would be more appropriate to search the images with the keyword “cancer”
and then searching visually similar images of the brain or lung on the top re-
turned images by the textual search. In this method, combining the results of
the text and image based retrieval is a matter of re-ranking or re-ordering of the
images in a text-based pre-filtered result set. The steps involved in this approach
are as follows:

Step 1: For a given query topic or annotation QD, perform a textual search
and rank the images based on the ranking of the associated annotation files by
applying Stext in equation (6).

Step 2: Obtain user feedbacks about relevant and irrelevant images for the
textual query refinement.

Step 3: Calculate the optimal textual query vector fm
QD

by applying equa-
tion(7) for the text-based search and re-submit it again.

Step 4: Continue the textual feedback process until the user is satisfied or
switch to visual only search.

Step 5: Perform visual only search with a initial query image QI in a filtered
list L obtained from the previous step and rank the images by applying Simage

in equation (4).
Step 6: Obtain user feedbacks about the relevant images for the visual query

refinement.
Step 7: Calculate fx

Q(k) and Cx
(k) for each visual feature,

x ∈ {EHD, CLD, SG, Scaled} for the content-based search in next iteration in
L and re-rank the images.

Step 8: Continue the visual feedback iterations until the user is satisfied or
the system converges.
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Step 9: Finally, combine the image scores or merge the result lists obtained
from both the text and image-based search as a linear combination:

S(Q, T ) = wtextStext(QD, TD) + wimageSimage(QI , TI) (10)

where, Q = {QD, QI}, T = {TD, TI}, wtext and wimage are weighted coefficients
subject to 0 ≤ wtext, wimage ≤ 1, wtext + wimage = 1. The resulting similarity
function S(Q, T ) serves for the final ranking of the images.

Fig. 2. Process flow diagram of the integration approach

However, the ordering of textual and visual searches might be different for
other databases or might depend on user’s search criteria. Figure 2 shows the
process flow diagram of the above multi-modal interaction and re-ranking ap-
proach in general.

6 Experiments and Results

To measure the accuracy of the proposed multi-modal retrieval approach, the
experiments are performed in a medical image collection where images are cate-
gorized with different diseases, body parts and imaging modalities (such as X-ray
images of lung cancer, pathology images of lung cancer, chest X-ray images with
tuberculosis, CT images of prostate cancer, etc.). The data set contains around
3000 medical images with 20 different categories and each image has an asso-
ciated annotation of the case or lab report. The image collection is actually a
subset of the large ImageCLEFmed collection [15], where we manually categorize
it with the above properties so that both the textual and visual search techniques
might be needed for effective retrieval.

For a quantitative evaluation of the retrieval results, the performances are
compared based on the precision-recall curves and average precisions on differ-
ent number of iterations for the RF operations. We have randomly selected five
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(a) Precision-recall without RF (b) Average precision with RF

Fig. 3. Accuracy comparison with and without RF

images from each category (e.g., a total of 100 images) as the initial visual query
images and their annotations as the initial textual queries. A retrieved image
is considered a correct match if it is in the same category as the query image.
Figure 3(a) presents the precision-recall curves for different modalities without
any RF. For the multi-modal retrieval, texts and images are combined simulta-
neously with a linear combination of different weights as shown in Figure 3(a).
It is clear that the best performance is always achieved when search is based on
multi-modal retrieval and when textual modality has more contribution in the
similarity matching function. To evaluate the effects of RF, we compared the
average precision for the same query set with five iteration rounds. The average
precision is based on the top 30 returned images for each query and the feedbacks
are performed manually. For image or text only RF evaluations, we utilized the
image and text based RF approaches respectively in all the iteration rounds as
described in section 4. For the cross-modal RF, we have performed first two it-
erations for the textual query refinement and next three iterations in a filtered
set of L = 1000 images for the visual query refinement with a combination of
weight as wtext = 0.7 and wimage = 0.3 as described in section . As shown in
Figure 3(b), we obtained better precision by applying visual only feedback in
the text-based prefilterd images after two iterations compared to the text only
feedback result. There is also a large visible gap between the image only RF and
text or cross-modal based RF. This justifies our initial assumption about the
requirement of an interactive multi-modal system for effective image retrieval.

7 Conclusions

In this paper, a novel framework for multi-modal interaction and integration is
proposed for a diverse medical image collection with associated annotation of the
case or lab reports. Unlike in many other approaches, where the search is per-
formed with a single modality and without any user interaction, we proposed to
involve the users directly in the retrieval loop and integrate the results obtained
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from both the text and imaging modalities. Experiments are performed on a
medical image collection with known categories or ground truth, which showed
promising results.
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Abstract. In content-based image retrieval (CBIR), most techniques
involve an important issue of how to efficiently bridge the gap between
the high-level concepts and low-level visual features. We propose a novel
semi-supervised learning method for image retrieval, which makes full
use of both ICA feature and general low-level feature. Our approach can
be characterized by the following three aspects: (1) The ICA feature,
as proved to be representative of human vision, is adopted as a view to
describe human perception; (2) A multi-view learning algorithm is intro-
duced to make the most use of different features and dramatically reduce
human relevance feedback needed to achieve a satisfactory result; (3) A
new semi-supervised learning algorithm is proposed to adapt to the small
sample problem and other special constrains of our multi-view learning
algorithm. Our experimental results and comparisons are presented to
demonstrate the effectiveness of the proposed approach.

1 Introduction

With the rapid increase of the volume of digital image collections, content-based
image retrieval (CBIR) has attracted a lot of research interest in recent years
[16]. However, most of the features adopted in the previous approaches are pixel
based or extracted by cutting the image into blocks or regions, and further ex-
tract feature from the blocks. Therefore, these approaches are mostly concerned
with low-level features, such as color, texture, shape, etc., which can not fully
represent the human perception. Actually, people do not perceive the images on
the level of pixels or blocks, they are always interested in high-level concepts
instead of the low-level visual features. As a result, the gap between high-level
hidden concepts and low-level visual features has become one of the challenging
problems of CBIR systems, due to the rich content but subjective semantics of
an image, which can not be fully recognized by computer.

Theoretical studies suggest that primary visual cortex (area V1) uses a sparse
code to efficiently represent natural scenes, and each neuron appears to carry
statistically independent information [20]. Recent researches have shown that,
Principal Component Analysis (PCA), and Independent Component Analysis
(ICA) of natural static images produce image representation bases resembling
the receptive fields of V1 cells [5]. This kind of results, more specifically ICA
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results, also come from the learning procedure named sparse coding. This co-
incidence of results was already mathematically justified through the identifi-
cation of the link between the ICA and Sparse Coding formalisms. The results
reported in above-mentioned experiments are well fitted to parametric (Gabor
or Wavelets) models which were broadly accepted as approximations for V1
receptive fields [14].

To this day, there have been several approaches that adopt features through
ICA to improve the retrieval performance. For example, the paper [9] showed
that the PCA and ICA features can be used to construct similarity measures for
the image retrieval, and through comparison, the conclusion is made that the
ICA basis method outperforms the PCA basis method. In [10], an unsupervised
classification algorithm was presented based on an ICA mixture model. This
method can learn efficient representation of images of natural scenes, and the
learned classes of basis functions yield a better approximation of the underlying
distributions of the data.

Based on the former research, it is believed that ICA is able to well discover
the basis of human vision. We adopt ICA feature in this paper to further ap-
proach the human perception. Instead of simply replace the former general visual
features with ICA features, a new utilization of ICA features is proposed. While
ICA features is some efficient representation of human vision, the low-level fea-
tures, such as color or texture, carrying abundant statistical information, are
the image representation by computer. In other words, ICA features are the
representation of images from human’s view, while the low-level features can be
regarded as the computer’s view. Since both of the two views are valuable for
the retrieval system, a multi-view learning algorithm is necessary to fully utilize
these features.

A well-know tool to bridge the gap between high-level concepts and low-level
features in CBIR is relevance feedback, in which the user has the option of
labeling a few of images according to whether they are relevant or not. The
labeled images are then given to the CBIR system as complementary queries so
that more images relevant to the user query could be retrieved from the database.
In recent years, much has been written about this approach from the perspective
of machine learning [17], [18], [19], [24]. It is natural that the users will be more
willing to see satisfied retrieval results only by once or twice feedback instead
of many times of labeling. This limits the amount of available labeled data, and
here comes the demand of semi-supervised learning algorithm, which reduce the
amount of labeled data required for learning.

Multi-view learning algorithms have been studied for several years, and there
exist some significant proposals, i.e. Co-Training [3], Co-Testing [12], Co-EM
[13], Co-retrieval [21]. However, these methods’ performance drops dramatically
if the labeled data is limited, and they do not take enough consideration of the
characteristics of the data and the views.

In this paper, we propose a new image feature based on ICA expansion,
and the distance between ICA features are also defined. We novelly integrate
semi-supervised learning method into a multi-view learning framework called
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Co-EMT, and ICA features are introduced as one of the views to further im-
prove the retrieval performance.

The rest of the paper is organized as follows: Section 2 introduces how to per-
form ICA expansion and extract ICA features. The multi-view learning algorithm
is described in Section3, followed by the proposed semi-supervised algorithm in
each single view detailed in Section 4. Section 5 shows the whole scheme of our
CBIR system. The experimental results and some discussions of our algorithm
are presented in Section 6. Finally this paper is concluded in Section 7.

2 ICA Feature Extraction

ICA is a recently developed statistical technique which often characterizes the
data in a natural way. It can be viewed as an extension of standard PCA, where
the coefficients of the expansion must be mutually independent (or as indepen-
dent as possible) instead of being merely uncorrelated. This in turn implies that
ICA exploits higher-order statistical structure in data. The goal of ICA is to lin-
early transform the data such that the transformed variables are as statistically
independent from each other as possible [1], [4].

ICA has recently gained attention due to its applications to signal processing
problems including speech analysis, image separation and medical signal pro-
cessing. So far there have been many kinds of algorithms for ICA expansion.
However, some may be computationally demanding or have problem of conver-
gence when dealing with data of high dimensionality. In this paper, we choose a
fast and computationally simple fixed-point rule of ICA [8] for image feature ex-
traction in consideration of speed. Furthermore, the convergence of this learning
rule can be proved theoretically.

Here we apply the method to computing ICA bases of images, the detailed
steps are discussed as follows.

Firstly, the n-dimensional data vectors x (t) were obtained by first taking
n1/2 × n1/2 sample subimages from the available image database. Here t is from
1 to N , which is the total number of data samples for x. In the formulation of
the ICA, the data vector is assumed to be mixed by unknown sources, that is

x (t) = As (t) =
m∑

i=1

si (t) ai (1)

here the vector s (t) = [s1 (t) , · · · , sm (t)]T contains the m independent com-
ponents si (t) for the data vector x (t). A = [a1, · · · , am] is a n × m matrix,
whose columns are called features or basis vectors. The number of independent
components m is often fixed in advance. In any case, m ≤ n, and often m = n.

Data x is preprocessed to have zero-mean and unit variance.

x ← x − E [x] (2)

x ← x

/√
‖x‖2 (3)
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The preprocessed vectors were then whitened using standard PCA so that the
resulting vectors v (t) had n − 1 components (one of the components becomes
insignificant because of the subtracted mean). The PCA whitening matrix is of
the form V = D−1/2ET , where the columns of the matrix E contain the PCA
eigenvectors, and the diagonal matrix D has the corresponding eigenvalues as
its elements. Standard PCA is used because it can compress the data vectors
into an m-dimensional signal subspace and filter out some noise.

W is defined as the m × n de-mixing matrix, so that the purpose of the ICA
learning is to estimate W in

ŝ (t) = Wv (t) (4)

After this, the generalized fixed-point algorithm described in detail in [8] is
applied to finding the independent components of the whitened data vectors
v (t). In this algorithm, we first initialize the matrix W by the unit matrix I of
the same dimension. The update of wi, denoting the i-th column of W , and the
orthonormalization are performed as follows:

w∗
i (k + 1) = E

{
vg

(
wi (k)T

v
)
− g′

(
wi (k)T

v
)

wi (k)
}

(5)

wi (k + 1) = w∗
i (k + 1)/‖w∗

i (k + 1)‖ (6)

here E{} denotes the mathematical expectation, wi(k) is the value of wi before
the k-th update, while wi(k + 1) is the value after it. In practice it is replaced
by sample mean computed using a large number of vectors v (t). The function
g (u) can be any odd, sufficiently regular nonlinear function, and g′ (u) denotes
its derivative. In practice, it is often advisable to use g (u) = tanh (u) [6]. The
convergence of this method was proved in [7].

From wi we can obtain the estimation for the corresponding basis vector ai

of ICA using the formula

âi = ED1/2wi (7)

that is, the estimation of the mixing matrix is

Â = (WV )−1 = ED1/2WT (8)

For a new image, we can extract ICA feature from it through mapping it
to the basis and getting the coefficients. The image is first sampled by taking
n1/2 ×n1/2 subimages from it for K times. Then the prewhitened n-dimensional
data vectors x (i) , i = 1, · · · , K are obtained. The ICA feature for this image can
be calculated as S = WX , where X is composed by the columns x (i).

3 Multi-view Learning Algorithm

Two kinds of image features are utilized in our system: general low-level feature
and ICA feature. As mentioned in Section 1, the general low-level feature repre-
sentation can be regarded as the view of computer when recognizing the image,
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while the ICA feature approximates the view of human. That is to say, an image
x can be described by these two features in two views.

Previous research proved that if there exist two compatible and uncorrelated
views for a problem, the target concept can be learned based on a few labeled and
many unlabeled examples. We found the two views mentioned above partially
satisfies the condition after some statistical test. This is the similar situation in
many real world multi-view learning problems. We use a robust multi-view algo-
rithm called Co-EMT [11] which interleaves semi-supervised and active learning,
to handle this problem. It has been proved that Co-EMT is robust in harsh con-
ditions when the two views are not completely compatible and uncorrelated.

The algorithm Co-EMT includes training step and testing step, which adopt
Co-EM and Co-Testing, respectively. Co-EM [13] is a multi-view algorithm that
uses the hypothesis learned in one view to probabilistically label the examples
in the other view. It can be seen as a probabilistic version of Co-Training [3].

Let V 1 denotes the view of general low-level feature, V 2 the ICA feature.
Denote learning algorithms L, which will be talked about later in Section 4. The
Co-EM can be described as follows:

Firstly, the algorithm trains an initial classifier h1 in the view V 1 based solely
on the labeled examples by the learning algorithm L. Then it repeatedly per-
forms the following four-step procedure: (1) use h1 to probabilistically label all
unlabeled examples and obtain their labels New1; (2) in V 2, learn a new maxi-
mum a posterior (MAP) hypothesis h2 based on the labels New1 learned in the
previous step; (3) use h2 to probabilistically label all unlabeled examples again,
and get New2; (4) in V 1, learn a new MAP hypothesis h1 based on the labels
New2 labeled in the previous step. These steps are repeated for several itera-
tions. At the end, a final hypothesis is created which combines the prediction of
the classifiers learned in each view.

Since solely depending on the system’s automatic iterations is insufficient for
learning, the user’s feedback should be added to input new useful information to
the system. Here Co-Testing [12] is introduced as an active learning algorithm,
and Co-EM is interleaved with Co-Testing to form the Co-EMT algorithm. After
running Co-EM for several iterations on both labeled and unlabeled examples,
the two hypotheses in two views have been trained sufficiently. The data points
on which the hypotheses on two views disagree the most consist the contention
set, which means we are least confident on the label of these samples using the
two hypotheses. Labeling these points by the user can provide the system with
the most information from the user’s perception, thereby enhance the effective-
ness of the learning algorithm.

4 Proposed Semi-supervised Learning Algorithm in Each
Single View

In the view of general low-level feature, we use Euclidean distance as the distance
measure between any two images xi, xj :
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d(xi, xj) =
{‖xi − xj‖2 if ‖xi − xj‖2 < ε

∞ otherwise

where ε is a positive threshold to assure the sparsity of the distance matrix.
Since the images in positive set R have been labeled relevant, we set the distance
between each of them as zero, that is, d (xi, xj) = 0, ∀xi, xj ∈ R.

In the view of ICA feature, we also need distance measurements between
each pair of the features. According to the equations in Section 2, we firstly use
the labeled positive examples to train the basis vectors which expand the ICA
subspace corresponding to the positive set. For an image x, we sample subimages
from it, and map the subimages to the acquired basis vectors to obtain the m×K
coefficient matrix S, which we treat as the feature of image x. Here K is the
number of patches sampled from x.

Each column of S is a vector in m-dimensional space, and all the K columns
in the feature S of image x form a point set in m-dimensional space, with each
of the point in it describes one block of image x. As a result, we can calculate
the distance between two images xi and xj as distance between the two point
sets Si and Sj .

We use the mean of distance between each of the K points in Si and Sj as
the distance measure. This measure has been widely used in cluster methods,
and proved to be robust to noise. The distance between images xi and xj in ICA
space can be formulated as:

d(xi, xj) =
1

K2

K∑
l=1

K∑
m=1

(Si
l , S

j
m) (9)

Where Si
l denotes the l-th column of Si, Sj

m denotes the m-th column of Sj , and
(·, ·) denotes inner product of two vectors.

After some easy formulation, we can simplify the distance to

d(xi, xj) =
1

K2
sum(SiS

T
j ) (10)

where sum(·) denotes the sum of all the elements of a matrix.
It is easy to see that this distance measurement is quite computationally

efficient compared to L2 norm distance between Si and Sj .
Under the assumption that the images lay on smooth manifolds embedded in

image space, and the labeled data is limited, we use a semi-supervised algorithm
L to learn the hypothesis in each view.

The original method proposed in [23] is as follows:
Given a set of point X = {x1, · · · , xq, xq+1, · · · , xn}, f = [f1, · · · , fn]T denotes

a ranking function which assigns to each point xi a ranking value fi. The vector
y = [y1, · · · , yn]T is defined in which yi = 1 if xi has a label and yi = 0 means
xi is unlabeled.

A connected graph with all the images as vertices is constructed and the edges
are weighted by the matrix B where Bij = exp

[−d2 (xi − xj)
/
2σ2

]
if i �= j and

Bii = 0 otherwise. d (xi − xj) is the distance between xi and xj . B is normalized
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by S = D−1/2BD−1/2 in which D is a diagonal matrix with its (i, i)-element
equal to the sum of the i-th row of B. All points spread their ranking score to
their neighbors via the weighted network. The spread is repeated until a global
stable state is achieved.

This label propagation process actually minimizes an energy function with a
smoothness term and a fitting term. The smoothness term constrains the change
of labels between nearby points, and the fitting term forces the classifier not to
change too much from the initial label assignment. It has been proved that this
iteration algorithm has a closed form of solution f∗ = (I − αS)−1 y to directly
compute the ranking scores of points [22]. From this formula we can discover that
the initial value f0 has no effect on the final result, which is solely determined
by y, S and α.

Down to the case of our problem, there are another two issues to take into
consideration. Firstly, the scale of our problem is very large, so we prefer using
iteration algorithm, instead of direct inverse, which is more time consuming. Our
experiment shows that a few iterations are enough to converge and yield high
quality ranking results. Secondly, at the beginning of learning in one view, all
the examples have been assigned ranking scores by the other view. The examples
tending positive have values close to +1, while those tending negative have values
near -1. In these scores, some could be changed, but those marked as +1 or -1 by
the user in relevance feedback should not be changed since they are absolutely
fixed. That means we have prior knowledge about the confidences of the labels
proportional to their respective absolute values. Considering that yi stands for
whether the example has a label in the standard semi-supervised algorithm,
which can also be regarded as the confidence, we set y = [y1, · · · , yn]T as the
ranking scores obtained from the other view. Since initial f0 is not crucial in
iteration, it can also be set as equal to y at the beginning.

Based on the predefined parameters, iterate f (t + 1) = αSf (t) + (1 − α) y
for several times, Here alpha is a parameter in (0, 1), which specifies the relative
contributions to the ranking scores from neighbors and the initial ranking scores.
At last, each point xi is ranked according to its final ranking scores f∗

i (largest
ranked first).

The result of the propagation f∗
i is normalized separately as the h1(x) or

h2(x) mentioned above in Section 3, which gives the probability that the sample
is positive in separate views. Then we can deduce the disagreement of them by
simply calculate their difference.

5 The Combined Scheme for the Proposed CBIR System

The integrated framework will be described in this section. First, the positive
image set R+ is initialized as only the query image and the negative set R− as
empty. The labels of all the images are initialized as zero. The times for relevance
feedback is set as N . Other symbols are defined in Section 3. The following steps
are performed:
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(1) On the positive set R+, do ICA expansion and the basis vectors are ob-
tained;

(2) Based on general low-level feature, for each image xi ∈ R+, we find its
k-nearest neighbors Ci = {y1, y2, · · · , yk}, then we get the candidate image set
C = C1∪C2∪· · ·∪C|R+|∪R+∪R−. T and U are labeled and unlabeled examples
in C, respectively, that is, C = T ∪ U . The labels of images in R+ are changed
to +1, and those in R− to -1;

(3) Run Co-EM(L,V1,V2,T,U,k) in candidate set C for k times to learn h1

and h2; L is the algorithm proposed in Section 4 and Co-EM can be referred
to Section 3. A typical value of 5 for k is enough to let the Co-EM algorithm
converge to a stable point;

(4) Sort the examples x ∈ U according to the absolute value of (h1(x)−h2(x)),
those with large values are defined as contention points, that means, the two
views are less confident of the labels of these examples. Select several examples
with the largest value among contention points and ask user to label them;

(5) The positive examples newly labeled by user are removed from U to R+,
and the negative ones to R−;

(6) N = N − 1. if N > 0, return to step (1);
(7) Sort the examples according to h1 + h2 in descending order, and the final

retrieval results are returned as the first several examples with largest value of
h1+h2, that means, the two views both have high confidence on those examples.

The candidate set is necessary when the whole image database is so large
that the computation in the whole set will be time-consuming and needless.
Additionally, in each iteration, some new examples are added into positive set, so
there is no need to recalculate the basis vectors. When we do the ICA expansion,
the de-mixing matrix W can be initialized as the matrix obtained in the previous
iteration, and updated only by the subimages sampled from the newly added
examples in positive set. This incremental learning advantage benefits from the
characters of ICA, and guarantees the speed of our system.

6 Experiments and Discussions

The image database used in our experiments includes 5000 real-world images
from Corel gallery. All the images belong to 50 semantic concept categories
and 100 images in each category. The following features, which are totally 515
dimensions, are adopted as the general low-level feature: the 256-dimensional
color histogram in HSV color space; the 9-dimensional color moments in LUV
color space; color coherence in HSV space of 128-dimension; the 10-dimensional
coarseness vector; 8-dimensional directionality; and the wavelet texture feature,
104 dimensions.

To investigate the performance of our system , the following three algorithms
are implemented and compared:

(a) Our proposed multi-view learning algorithm, one view is ICA feature and
the other is general low-level feature;
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(b) Our proposed multi-view learning algorithm, the two views are both gen-
eral low-level feature;

(c) Combine ICA feature and general low-level feature together as a single
view, just adopt the semi-supervised algorithm proposed in Section 4.

Each experiment is performed for 500 times, 10 times in each category. To
simulate the real query process, the images are randomly selected from each
category as the queries. The number of feedback rounds is set as 4 and in each
round 3 images are returned as contention points for labeling. Here the sys-
tem makes the judgement and gives the feedback automatically to simulate the
user’s action. The retrieval accuracy is defined as the rate of relevant images re-
trieved in top 20 returns. Whether two images are relevant or not is determined
automatically by the ground truth.

The final averaged accuracy of retrieval results are shown in Fig.1, from which
we can conclude that, our method (a) outperformed the other two experiments.
The first point on each curve represents the accuracy obtained in the first round
before any relevance feedback. As the round of feedback increases, the retrieval
accuracy is getting higher. One point that has to be mentioned is that, the num-
ber of images for labeling and the round of feedback needed in our experiments
are so small that it won’t make the user feel boring to make labels. Additionally,
the time spent in retrieval is about 10s in a PC of P4 2.0GHz CPU and 1G RAM
with Matlab implementation, which would be accepted by most users.

To make a detailed discussion, we analyze the results in the following two
aspects:

ICA Feature vs. General Low-level Feature
In experiments (a) and (b), both of the mechanisms of CBIR are multi-view
learning algorithm, but the features adopted are different. In (b), another set
of general features replaces ICA feature as the other view. Since the general
features are mostly concerning the statistical characteristics of the images, their
interaction on each other is not so significant as that between ICA and general
feature. This means, the two views in the multi-view learning algorithm should be
less correlated to achieve better performance. Our method handles this problem
well, because ICA feature is from the view of human vision, while general features
is on the view of computer.

Multi-view vs. Single-view
Experiment (a) and (c) are based on exactly the same features, and in (c),
the distance between two images is measured as weighted sum of the distance
of general feature and that of ICA feature, defined in Section 4. The better
retrieval performance of (a) shows that, providing the same features, it is better
to divide them into two parts and use the multi-view learning algorithm than to
simply combine them together. The reason is that, the two views will interact
and mutually provide the information that the other is lack of.

Another remarkable phenomenon should be pointed out is that, when the
round of feedback is more than 2, the retrieval accuracy of experiment (a) and
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(c) would be close. The reason is probably that, the features adopted in (a) and
(c) are almost the same, so the information that we can ultimately utilize is
almost the same. The interaction in multi-view learning only has effects at the
first several rounds, and with the increase of rounds, the information provided
by the two views has been almost mixed fully and the labels they provide will get
close, then they may perform similarly as the system (c) with combined features.

Therefore, we can infer that, even the mechanisms of CBIR system are differ-
ent, the final retrieval result after sufficient feedback rounds will only be related
to the features we adopted and the feedback information provided by user. And
this conclusion can be interpreted by the information theory as well. Then the
advantage of our proposed system in practical applications is that, we can achieve
high retrieval accuracy in the first several feedback rounds, i.e., 2 rounds may
be enough, which can significantly improve the efficiency.

7 Conclusions

We have proposed a multi-view learning framework of CBIR, which is further
consolidated with the feature extracted by ICA. At first, it is proved in theory
that the ICA feature can provide more information than the original general
low-level features for it accords with human vision. In the second place, the ad-
vantages of ICA feature and general low-level feature are integrated to improve
each other in the scheme of the multi-view learning algorithm Co-EMT. This
dramatically reduce the time of relevant feedback by the users. An the end,
the semi-supervised learning algorithm in a single view is designed according to
the specialties of the labels and the needs of Co-EMT. Owing to the forenamed
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characteristics of our proposal, our experimental results demonstrate the
outstanding retrieval performance.
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Abstract. The retrieval facilities of most Peer-to-Peer (P2P) systems
are limited to queries based on unique identifiers or small sets of key-
words. This approach can be highly labor-intensive and inconsistent. In
this paper we investigate a scenario where a huge amount of multimedia
resources are shared in a P2P network, by means of efficient content-
based image and video retrieval functionalities. The challenge in such
systems is to limit the number of sent messages, maximizing the useful-
ness of each peer contacted in the query process. We achieve this goal
by the adoption of a novel algorithm for routing user queries. The pro-
posed approach exploits compact representations of multimedia resources
shared by each peer, in order to dynamically adapt the network topology
to peer interests, on the basis of query interactions among users.

1 Introduction

Recent years have witnessed an increasing attention from the research commu-
nity toward new network paradigms and the focus has gradually shifted from
more traditional communication architectures, such as the client/server one, that
have historically driven Internet’s development, to more decentralized models
that carry the promise of improved robustness and scalability, such as the Peer-
to-Peer (P2P) paradigm. In a P2P network all participating systems are assumed
to run software with equivalent functionality and to operate without requiring
central coordination [1]; the research community has shown an intense interest
in designing and studying such systems, and file sharing systems such as Nap-
ster [2] and Gnutella [3], have gained huge popularity also among end-users. As
with other killer applications in the Internet’s world, the widespread availabil-
ity of user-friendly tools has uncovered unforeseeable scenarios; for instance, it
is now common for consumers to gather all kinds of diverse digital multimedia
contents: consumers capture contents using their digital cameras, digital cam-
corders and mobile phones and store it on different devices; moreover they are
beginning to store videos or images in such amounts that it is becoming increas-
ingly difficult for them to manage, retrieve and ultimately make full use of their
own data; in particular, locating and obtaining the desired resource has become
a challenging task. Traditionally, user requests in P2P systems begin with the
specification of a number of keywords, or of a specific file name pattern, but this
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approach is insufficient when the data collection is huge or distributed, as in the
case under consideration. For example, users might use different filenames and
keywords to annotate the same file, thus making the data location process error-
prone and user dependent; moreover, artificial intelligence technologies cannot
provide yet a complete automatic annotation solution that would fill the gap
between the semantic meanings and the low-level descriptors.

This paper presents a novel architecture for multimedia content retrieval in
P2P networks that exploits an automatic content-based approach. Peers in the
network are required to participate both in scattering data storage and in dis-
tributing workload of feature extraction and indexing; with respect to current
Content Based Image Retrieval (CBIR) systems, enormous image collections can
be managed without installing high-end equipment thanks to the exploitation of
individual users’ contribution; furthermore, we make use of the computational
power of peers for image preprocessing and indexing in addition to data stor-
age. As already mentioned, a challenging issue regarding sharing data on P2P
systems is related to how content location is determined; this affects both the
efficiency of resource usage and the overall system robustness, therefore in or-
der to effectively exploit the potential of CBIR in P2P networks, we propose an
adaptive mechanism for query routing that can well balance the storage overhead
and the network load. Our approach to CBP2PIR (Content Based Peer-to-Peer
Image Retrieval) is driven by the aim to provide scalable and efficient resource
discovery in an unstructured P2P environment; an adaptive routing algorithm is
implemented in order to avoid flooding of control packets and the network topol-
ogy takes into account the peers’ interests by dynamically adapting through a
reinforcement learning process. Each peer maintains a list describing the inter-
ests and the resources available to other peers, thus effectively building a profile
for all the other participants in the network; before sending out a query, the
peer will match it against its profiles in order to find the most suitable route
leading to the best-matching peer. Preliminary experiments are encouraging and
show that a small world network structure can emerge spontaneously from local
interactions; this significantly improves both the network traffic cost, and the
query efficiency.

The remainder of the paper is organized as follows. Section 2 briefly reviews
existing CBIR techniques and describes the video descriptors chosen for repre-
senting multimedia resources. Section 3 provides more details on the proposed
adaptive routing protocol, while preliminary experimental results are presented
in Section 4. Section 5 discusses related work. Finally, our conclusions and final
considerations are presented in Section 6.

2 Multimedia Content Representation

Content-based analisys and representation of digital media have been extensively
studied in the last decade from researchers working on CBIVR (Content Based
Image and Video Retrieval) or, more generally, in the field of digital libraries.
The main problem in CBIVR is the gap between the image or video data and
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its semantic meaning. Image and video understanding techniques are still very
unreliable in general cases, and, moreover, even human provided keywords or
textual descriptions usually fail to explicitate all the relevant aspects of the data.
Techniques proposed in literature range from semi-automatic to fully automatic.
Semi-automatic techniques require a lot of human effort and, consequently, in
many cases are not of practical use. On the other hand fully automatic techniques
tend to miss the semantic meaning of the data and are mainly related to low-level
features such as color histogram, texture, contours, etc. (see [4] for a review).

In our work we focused mainly on fully automatic techniques as we observed
that typical users, even if explicitly invited to annotate their data, tend to pro-
vide only minimal information that may not be sufficent for acceptable content
based retrieval performance.

In the following, we refer to images to indicate either single images, in the case
of still image applications, or frames representing a sub-part of a video sequence
in the case of video applications. Namely, video representation may be based on
the decomposition of the video sequence into shots [5] or into video objects [6].
Shot content representations may be obtained through the description of a few
representative frames (r-frames). A limited number of r-frames is selected from
each shot, and each r-frame is therefore statically described in terms of its visual
content, e.g. through color and texture descriptors. Motion activity may be also
taken into account, for example by computing motion features related to short
sequences in which r-frames are embedded. The r-frame selection and the com-
putation of visual and motion features may be performed in a number of ways.

Shots are short video units, normally consisting of a few tens or hundreds
of subsequent frames, characterized by still or slowly moving camera actions,
and normally beginning and ending with abrupt frame content changes or with
video editing effects (fade in/out, wipes, etc.).A good representation of a shot
in terms of r-frames must strike a balance between adequateness and concision
of description. As r-frames must capture the low level semantics of the shot a
large number of them are more likely to encode the meaning of the data. On
the other hand, it should be profitable to maintain the size of data needed for
computation as low as possible. Several attempts have been accomplished to
get this goal, also based on heuristics. Early works generally assumed a single
r-frame per shot, for example the first frame in the sequence. This choice can be
misleading, because two shots of similar content may be considered to be different
if representative frames are different. In other cases, the first and the last shot
frame have been proposed as representative frames. In general, assuming a fixed
number of representative frames per shot is not a good idea, because this can
give problems of oversampling for shots with slow dynamics, and undersampling
for shots where camera or object motion is noticeable. In our work we adopted a
non-linear temporal sampling based on thresholding of the cumulative difference
of frame brightness values [7]. Following the lines of [7], we structured the video
descriptor in a hierarchical way. At the highest level, this descriptor simply
consists of: (i) a few keywords, (ii) the video duration (in seconds), (iii) the
number of shots contained in the video, (iv) references to the shot descriptor
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for each shot belonging to the video. A shot descriptor consists of: (i) the shot
duration (in seconds), (ii) the number of r-frames contained in the shot, (iii) a
pointer to the r-frame descriptor for each r-frame belonging to the shot. Finally,
the r-frame visual descriptor consists of attributes of both static and dynamic
kind. Static descriptors are based on texture and color. Motion-based descriptors
are based on the optical flow field of the r-frame, and their computation involves
considering a few frames before and after the r-frame.

Color is a very powerful feature in finding similar images. Even if textural,
geometrical and motion features may be needed to perform effective queries and
to eliminate false positive retrieval, it is believed that color indexing will re-
tain its importance due to the fast processing of this kind of queries and to the
simpleness in automatically computing color features from raw data. In the last
years several color based techniques have been proposed for video annotation
(for example, region based dominant color descriptors [8], multiresolution his-
tograms [9], vector quantized color histograms [10]). These techniques in general
require color space conversion, quantization and clustering, in order to reduce the
descriptor dimension and then improve searching speed. In this work we adopt
a simple but effective method [7] based on a 3-dimensional quantized color his-
togram in the HSV (Hue - Saturation - Value) color space and an Euclidean
metric to compare the query image to images contained in the database is pro-
posed. The HSV quantization needed to compute a discrete color histogram is
done taking into account that hue is the perceptually more significant feature.
Thus a finest quantization has been used for hue, allowing for 18 steps, while
only 3 levels are allowed for saturation and value. In such a way we obtain a
162 (18 x 3 x 3) bins HSV histogram, that may be easily represented by a 162 x
1 vector. Texture content of an image is a fundamental feature in classification
and recognition problems. Several texture descriptors have been proposed that
try to mimic the human similarity concept, but they are normally useful only in
classifying homogeneous texture. Generic images usually contain different kinds
of texture, so that a global texture descriptor hardly may describe the content
of the whole image. The texture features we propose are related to coarseness,
directionality and position of texture within the image. All these features are
based on edge density measures. Edge density is directly related to coarseness,
directionality is addressed by repeating the edge measure for different direc-
tions and spatial position is taken into account by a simple partitioning of the
r-frame. In particular, we first subdivide the r-frame into four equal regions. For
each region we compute the edge maps through directional masks respectively
aligned along the directions 0, 45, 90 and 135 degrees. Values of edge map ex-
ceeding a fixed threshold are considered edge pixels. The threshold value has
been determined experimentally. The ratio between the number of edge pixels
and the total number of pixels is the edge density. Since we determine 4 edge
density values for each region, we have a 16 x 1 texture-based vector. Optical flow
field [11] of the r-frame has been used to compute motion-based descriptors. We
use a gradient-based technique and the second-order derivatives to measure op-
tical flow [7]. The basic measurements are integrated using a global smoothness
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constraint. This technique allows to obtain a dense and sufficiently precise flow
field at a reasonable computational cost.

To code the optical flow in a form adequate for content description we segment
the field into four equal regions; for each region we then compute motion based
features. The splitting was performed to preserve spatially related information
that are not integrated in the computed features. In conclusion, the adopted mo-
tion descriptors are a measure of the average motion magnitude in the considered
region, and a normalized 18 bins histogram of motion vectors directions.

In summary the visual descriptor of an r-frame, computed automatically by
the system, is a 254-dimensional vector x = [c t m d] where c is a 162-dimensional
vector representing the global HSV color histogram and t = [ttl ttr tbl tbr] is a
16-dimensional vector representing the edge density computed respectively over
the top-left, top-right, bottom-left and bottom-right quadrants of the r-frame.
Similarly m = [mtl mtr mbl mbr] and d = [dtl dtr dbl dbr] are a 4-dimensional
vector and a 72-dimensional vector containing respectively the average motion
magnitudes and the 18 bins motion vectors direction histograms computed over
the four regions as above.

3 Adaptive Searching Protocol

The key problem addressed in this work is the efficient and scalable localization
of multimedia resources, shared in a P2P community. Queries issued by a user are
routed to neighbor peers in the overlay network, in order to find resources that
satisfy them. At the start the network has a random, unstructured topology (each
peer is connected to Ns neighbors, randomly chosen), and queries are forwarded
as in the scoped flood model. Then, the system exploits an adaptive approach
that selects the neighbors to which a query has to be sent or forwarded. This
approach can overcome the limitations of flooding, allowing the peers to form
dynamic communities based on commonality of interest. The selection process
is carried out with the aim to detect peers that with high probability share
resources satisfying the query. The selection is driven by an adaptive learning
algorithm by which each peer exploits the results of previous interactions with its
neighbors, in order to build and refine a model (profile) of other peers, concisely
describing their interests and contents. When a peer enters the network for the
first time, a bootstrap protocol returns the address of some existing peers to get
started. The new peer can then discover other nodes through these known peers.
In particular, our approach is designed in such a way that a peer can discover
new peers during the normal handling of queries and responses to its current
neighbors. To this aim, each peer maintains a fixed number, Nm, of slots for
profiles of known peers. When a peer has to send a query, it dynamically selects
the actual set of Na destinations, among all the the Nk(t) peers known at that
time step. This is carried out by means of a ranking procedure that compares
the query characteristics with all the information in the stored profiles and sorts
all known contacts in order to single out the Na peers that are the best suited to
return good response. The network topology (i.e., the actual set of peers that are
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Fig. 1. The process of neighbor discovery

neighbors in the overlay) is then dynamically modified according to the results
of the ranking process, and the query is consequently routed according to the
predicted match with other peers’ resources. A peer that has received a query
can forward it to those neighbors whose profiles match the query. To this aim,
the peer uses the same selection algorithm applied to locally generated queries
(note that the peer automatically excludes both the peer that has forwarded
the query, and the peer that has generated the query). To limit congestion and
loops in the network, queries contain a Time-To-Live (TTL), which is decreased
at each forward, and queries will not be forwarded when TTL reaches 0. When
a peer receives the responses for a locally generated query, it can start the
actual resource downloading. Moreover, if a peer that has sent a response is not
yet included in the list of known peers, a profile request is generated. For this
request, the two peers contact each other directly. When the message containing
the profile will arrive, the new peer will be inserted among the Nk known peers
and its features will be taken into account in order to select actual neighbors for
the following queries (see Fig. 1). It is also worth noting that the stored profiles
are continuously updated according to the peer interactions during the normal
system functioning (i.e., matches between queries and responses). Moreover, a
peer can directly request a more up-to-date profile if necessary. Table 2 describes
the four basic messages our protocol uses to perform resource searching.

The selection mechanism takes primarily into account the experience that
peers acquire during their normal interactions: each new information available
is opportunely elaborated and exploited to enrich the system knowledge. Each
peer profile maintains a concise representation of the shared resources, by the
adoption of different techniques for textual and visual contents. In particular,
the system adopts simple taxonomies and Bloom filters [12] to build a binary
vector that represents the textual contents. As regards visual resources, after the
meaningful features have been extracted from the image database, each peer will
work on extracting representative information that may succinctly describe its
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whole content. Our implementation makes use of a simple but effective clustering
technique through which each peer will roughly partition its data space into
separate regions that represent different groups of related images. Specifically,
we employ the well-known k-means clustering method [13]. The basic formulation
of the algorithm assumes that the number of clusters is known in advance, which
may be a too tight constraint for our present scenario, however this requirement
may be partially loosened with the use of controlled iterations and of a cluster
validity assessment technique [14, 15]. Furthermore, in order to cope with the
stream of continuously incoming data, we adopt a variation on the basic k-means
algorithm that allows on-line updating of the computed clusters, using the set
of cluster representatives as a sort of “signature” for the content of each peer
(according to their vectorial representation as reported at the end of Section 2).

Our system supports a basic query language (where a query string is inter-
preted as a conjunction of keys) for textual information retrieval, while a stan-
dard “query-by-example” approach is exploited to search the image database.
When asked with a query, the system looks up the information in its profile
database in order to obtain a list of candidate peers that might store data match-
ing the query. When a peer receives a query from another peer, it checks its local
repository in order to locate the resources that better match with the desired
content. In particular, textual resources are searched using a standard keyword-
based technique, while visual resources are compared by means of a weighted
sum of normalized Euclidean distances, as already presented in [16]. In order to
normalize the distances, we estimate a probability distribution for the Euclidean
distances of each visual feature (color, texture, motion), comparing each r-frame
in a training database with all the others. These distributions are then used to
normalize all the distances to the range [0,1]. The similarity between the cur-
rent query and the general interests of each peer is managed in different ways
on the basis of the kind of searched resource. The similarity between textual
resources (as well as textual annotations and high-level descriptors associated to
multimedia resources) is evaluated exploiting a standard technique for textual
retrieval. As regards visual resources, the peer computes the distance to each
cluster representative and chooses the closest ones as possible matches. It is
worth noting that, while all processing is performed locally, manipulated objects
exist in a globally defined vector space; hence all feature vectors, as well as all
cluster centroids, are globally comparable; however, clusters are not required to
have a global semantic validity as they are only used to compute relative dis-
tances. Furthermore, if the resources are opportunely indexed, the system can
also exploit the representation of the resources by means of the Bloom filters
which are maintained into the peer profiles. This way, it is possible to check,
with high probability, if a given resource belongs to the resource set shared by a
peer. This approach enhances the topological properties of the emergent overlay
network and it is very useful in those applications where resources are uniquely
characterized by an identifiers or are semantically annotated.

The base criterion, that exploits the experience of past interactions, gives a
good indication about the probability that a contact could directly provide the
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Table 1. Selection Criteria

Parameter Description Weight

Rn current estimate of the contact α
R old reliability value of the contact (according to past history) 1 − α
Ra new reliability value used to rank contacts -
I percentage of contact interests with respect to query topics β
S percentage of successes provided by the contact γ
B result of membership test (produced by Bloom filter) δ
Q capability summarization of the contact ε

(bandwidth, CPU, storage, etc.)
C connection characteristic summarization of the contact ζ

resources searched. In addition to this criterion, a further mechanism is adopted,
which is capable of singling out peers that, although not directly owning the
desired resources, can provide good references to the resource owners. It is worth
noticing that while the first criterion, based on the commonality of interests, tries
to increase the overlay network clusterization by the creation of intra-cluster
links, the second one typically sets links between different clusters, providing a
quick access to peers that are close to several resources.

Furthermore, the selection mechanism considers some additional criteria, in
terms of peer capabilities (bandwidth, CPU, storage, etc.) and end-to-end la-
tency, in order to take into account the topological characteristics of the peer
community (thus reducing the mismatch between the overlay and the real topol-
ogy). Regarding the selection algorithm, each contact is associated to a parame-
ter, R, that provides a measure of its reliability. The parameter value is related
to the interactions in the peer community and it changes according to the crite-
ria previously described (see also Table 1). Each single criterion gives a partial
value. These partial values are then jointly considered by means of a weighted
average (see Eq. 1) that produces an estimate of the overall reliability for the
current situation.

Rn = β · I + γ · S + δ · B + ε · Q + ζ · (1 − C), (1)

where
β + γ + δ + ε + ζ = 1, (2)

0 ≤ β, γ, δ, ε, ζ ≤ 1. (3)

This estimate is finally combined with the old R value, generating the new value,
Rn for the reliability parameter. In order to smooth the results of the selection
process, a kind of temporal memory is employed to balance new information
against past experience. The new estimate is then formally computed by the
formula:

Ra = α · Rn + (1 − α) · R, (4)

where
0 ≤ α ≤ 1, α << (1 − α). (5)

The Ra value is then exploited to rank all the known peers, according to the
estimated reliability. In order to establish a balance between the exploration and
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Table 2. Message set

Message type Usage Fields

Query searching for (weighted) query keywords, query ID,
a specific resource source peer ID, generation timestamp, TTL

Query response responding to resource ID, query ID, responder ID,
a Query message source peer ID, generation timestamp, TTL

Profile request requesting request ID, source peer ID, target peer ID,
a peer profile generation timestamp

Profile response responding to profile, request ID, responder ID,
a Profile request source peer ID, generation timestamp,

exploitation of the search space, the algorithm in the early steps can select peers
different from the Na top ones. This random search behavior is characterized by
a probability of choosing no optimal contacts:

P = exp(
δRa

T
), (6)

where using an approach similar to that adopted in the “simulated annealing”
searching technique [17], δRa represents the decrease in the reliability value, and
the “temperature” T is a control parameter.

4 Experimental Evaluation

The underlying idea of our approach is that an intelligent collaboration among
the peers can lead to an emergent clustered topology, in which peers with shared
interests and domains tend to form strongly connected communities. The adop-
tion of an adaptive approach, based on a simple, but effective reinforcement
learning scheme can better cope with highly dynamic P2P communities. The
expected theoretical network topology should have small world properties [18]
and our experimental evaluation aims to confirm the hypothesis. In such a topol-
ogy, a flood-based routing mechanism (with limited scope) is well suited, since it
allows any two peers to reach each other via a short path, while maximizing the
efficiency of communication within clustered peer communities. Furthermore,
the approach proposed should take advantage from the adaptive overlay rear-
rangement, in order to well cope with high node volatility and massive node
disconnections.

Since in the studies on deployed P2P networks [19,20,21] the dynamics in peer
lifetimes and the complexity of these networks make it difficult to obtain a precise
comprehensive snapshot, we decided to use simulation to perform an evaluation
of the proposed approach. Simulation of P2P networks can provide a thorough
evaluation and analysis of their performances. In order to study the behavior of
peer interactions in our system, we designed and implemented a simple simulator
(see, also, [22]) that allows to model synthetic peer networks and run queries
according to the routing protocol adopted. The goal of the simulator is to analyze
the topology properties of emergent peer networks. In the simulations carried
out, each peer belongs to one or more groups of interest (let Ng be total number of
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groups), according to the resources owned and the query issued; in general, peers
have interests that partially overlap each other. As observed in [23], unstructured
P2P systems are characterized by high temporal locality of queries (i.e., with high
probability a single peer issues similar queries over time). Therefore, in order to
better investigate how the adaptive mechanism proposed can support efficient
resource searching, we consider that each peer generates queries belonging, with
high probability, to one of the group topics (however, a smaller number of queries
is generated on a randomly selected topics). It is also worth noting that each
resource can be replicated on several peers. For the experimental analysis of
emergent topological properties, we consider two network metrics, the clustering
coefficient, C(G), and the characteristic path length, L(G), that well characterize
the topological properties of dynamic networks. Since in our simulations it is
possible that the network is not always strongly connected, we adopt a more
practical definition (L′(G)) for the characteristic path length, using the harmonic
mean of shortest paths that can be computed irrespective of whether the network
is connected. We also compute the ratio C/L′ that gives a good insight of the
overall topological properties: high values are associated with networks that
present both a strong clusterization, and a low average separation between nodes.
C and L′ are computed in the directed graph, based on each peer Na neighbors,
taking a measure at each time step and averaging across simulation runs. Finally,
in order to quantify the efficiency of the approach proposed, three further metrics
are adopted: the query hit-rate, HR, that represents the percentage of queries
successfully replied, the query coverage-rate CR, that represents the average
number of nodes reached by a query, and the node message-load ML, that
represents the average number of messages that a node has to process during a
single time step.

In order to evaluate the algorithm proposed, we performed extensive simula-
tions, considering several scenarios, each of them characterized by the variation
of a simulation parameter (namely, TTL, Na, N , Ng, Nm, and Ns). For each
simulation, the aim is to study how network statistics and searching perfor-
mance change when the parameter value is varied. Furthermore, we studied the
impact of dynamic changes in the peer communities, in order to test the ro-
bustness of the algorithm against such events. Since the initial random topology
can affect the final results, for each simulation, we perform several independent
simulations, averaging across all the results. Due to space limitation, we can not
present here these experimental results. A detailed performance evaluation of
the proposed searching approach can be found in [22], confirming the idea that
adaptive routing can properly work and that small world network topologies
can emerge spontaneously from local interactions between peers, structuring the
overlay in such a way that it is possible both to locate information stored at any
random node by only a small number of hops (low latency object lookup), and
to find quality results quickly and even under heavy demands (high clustering
coefficient).

The visual descriptors we adopted, despite its compactness and the avail-
ability of simple algorithms to compute, have been proven to encode the visual
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content reasonably well. In a previous work [16] extensive experiments to eval-
uate the retrieval performance based only on visual information have been re-
ported. In particular, to assess the retrieval capabilities of the descriptors we
used a normalized version of precision and recall that embodies the position in
which relevant items appear in the retrieval list [24]. All the tests were performed
using a database containing about 1500 r-frames obtained from about 500 shots.
We considered 20 r-frames randomically chosen and evaluated for each one of
them the system response to a query by example. Recall and precision measure-
ments require to determine which r-frames are relevant with respect to a posed
query, but stating relevance is a very subjective task. To overcome this problem
we adopted a subjective criterion: candidate-to-relevance r-frames for each query
were determined by four different people (not including the authors) and a r-
frame was considered as relevant if at least three people chose it. Once known the
correct query result, we are able to evaluate system performances. Experiments
showed that visual descriptors are adequate in most cases if the image collections
are not too large (less than 10,000 images). For larger image collection, when
query results obtained using only visual descriptor tends to become unreliable,
the use of textual information greatly improve the results. Preliminary results on
our CBP2PIR system using both textual and visual data showed very promising
retrieval capability, confirming the feasibility of our searching method for feature
vectors derived from multimedia resources.

5 Related Work

Although the lookup of multimedia data in P2P networks represents a new,
interesting research field, to the best of our knowledge, only few works exist
that address this issue. In [25] the Firework Query Model for CBIR information
searching in P2P networks is proposed. The main idea consists of clustering
peers with similar resources, using the set of feature vectors as signature value
of a peer in order to measure similarity. The Firework Query Model exploits two
classes of links (normal random links and privileged attractive links), in order to
route queries. A query starts off as a Gnutella-like flooding query. If a peer deems
the query too far away from the peers local cluster centroid, it will forward the
query via a random link, decreasing the TTL of the query. Otherwise, it will
process the query, and forward it via all its attractive links without decreasing
the TTL. A similar CBIR scheme for P2P networks, based on compact peer data
summaries, is presented in [26]. To obtain the compact representation of a peer’s
collection, a global clustering of the data is calculated in a distributed manner.
After that, each peer publishes how many of its images fall into each cluster.
These cluster frequencies are then used by the querying peer to contact only
those peers that have the largest number of images present in one cluster given
by the query. In [27], the authors investigate a CBIR system with automated
relevance feedback (ARF) using non-linear Gaussian-shaped radial basis function
and semi-supervised self-organizing tree map clustering technique. The authors
apply the CBIR system over P2P networks by grouping the peers into community
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neighborhoods according to common interest. In [28] a different overlay setup
technique is introduced, in order to cluster peers according to the semantic and
feature-based characteristics of their multimedia content. Finally, Wu et al. [29]
propose a local adaptive routing algorithm that dynamically modify the network
topology toward a small world structure, using a learning scheme similar to that
considered in this paper. However, they design their protocol with the aim of
supporting an alternative model for peer-based Web-search, where the scalability
limitations of centralized search engines can be overcome via distributed Web
crawling and searching.

6 Conclusion

This paper presented an approach to information retrieval in a P2P network that
relies on an adaptive technique for routing queries and is specifically targeted
to multimedia content search. The main motivation behind our work is that the
huge amounts of data, their peculiar nature and, finally, the lack of a centralized
index make it particularly difficult to pursue the goal of efficiency in this kind of
systems. Our approach employs a decentralized architecture which fully exploits
the storage and computation capability of computers in the Internet and broad-
casts queries throughout the network using an adaptive routing strategy that
dynamically performs local topology adaptations. Modifications in the routing
structure are driven by query interactions among neighbors in order to spon-
taneously create communities of peers that share similar interests; moreover, a
small world network structure can emerge spontaneously thanks to those local
interactions. Network traffic cost, and the query efficiency are thus significantly
improved as is confirmed by our preliminary experiments.
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Abstract. Recently, much attention has been paid on data-driven (or
swarm-like) based live streaming systems due to its rapid growth in de-
ployment over Internet. In such systems, nodes randomly select their
neighbors to form an unstructured overlay mesh (gossip-style overlay
construction) and then each node requests desired data blocks from its
neighbors (block scheduling). To improve the performance, most of ex-
isting works focus on the gossip-style overlay construction issue; however
few concentrate on optimizing the block scheduling for improving the
throughput of a constructed overlay, especially in heterogeneous envi-
ronment. In this paper, we propose a scheme to optimize the throughput
of data-driven streaming systems in heterogeneous overlay network. We
first model the block scheduling problem as a classical min-cost flow prob-
lem and thereby derive a global optimal solution. Based on this idea, we
then propose DONLE - a fully distributed asynchronous scheduling al-
gorithm. Simulation results verify that DONLE is superior to a number
of conventional strategies.

1 Introduction

As the most promising alternative to IP multicast, overlay multicast especially
multicast through peer-to-peer (P2P) network has attracted a lot of attention
during the past decade. One of the most important applications of overlay mul-
ticast is to stream live media content to a huge population of end users through
Internet, also known as peer-to-peer streaming.

A lot of measurement studies in P2P overlay networks reveal that the bot-
tleneck bandwidth between the end hosts exhibits extremely heterogeneity. To
deal with heterogeneity in streaming multicast applications, numerous solutions
has been proposed for both IP multicast [1] and overlay multicast [2,3]. Their
basic way is to encode the source video into multiple layers, and each receiver
subscribes an appropriate number of layers due to its bandwidth capacity.
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Recently, a new category of overlay streaming multicast protocols called data-
driven protocols (or swarm-like protocols) [4,5,6,7] targeting non-interactive
streaming multicast applications has been proposed. Unlike conventional tree-
based approaches, in data-driven protocol, each node randomly finds some nodes
as its neighbors so that an unstructured network is formed. This step is usually
called gossip-style overlay construction (or membership management). The next
step named block scheduling is also intuitive: the live media content is divided
into blocks (or segments, packets) and every node announces what blocks it
has to its neighbors. Then each node explicitly requests the blocks of inter-
est from its neighbors according to their announcement. Actually, it is similar
to Bit-Torrent protocol [8]. Some systematical studies (such as [9]) show that
data-driven approach is better than tree-based approach under many conditions
especially in high churn rate of clients. Meanwhile, data-driven based stream-
ing systems are also emerging and rapidly deployed over Internet [4,10,11] in
the past two years. Given the significance of data-driven streaming protocol, it
is important to study how to improve the throughput of this category of pro-
tocols especially under heterogeneous network. Most of existing works in P2P
streaming with layered coding [2,3] use stream level scheduling method. How-
ever, the scheduling in data-driven protocol is more fine-grained because it needs
a block level scheduling. This leads to the challenge: how does a node decide to
fetch which block of which layer from which neighbor node under heterogeneous
bandwidth constraints.

In our previous work [12], we have studied how to do optimal scheduling in
homogeneous environment. In this paper, we propose DONLE, a Data-driven
Overlay Network algorithm using LayEred coding to handle the heterogeneity.
We first state the basic block scheduling problem, then model the problem as a
classical min-cost flow problem and give a global optimal block scheduling solu-
tion. After that, we propose a fully distributed algorithm - DONLE, doing local
optimal block scheduling at each node. Simulation results show that DONLE is
superior to a number of recent proposed scheduling strategies under the same
overlay topology. The remainder of this paper is organized as follows. In Section
2 we briefly review the related work. In Section 3, we state the block schedul-
ing problem in detail and formulate the problem. Next, in Section 4, we model
this scheduling problem as an equivalent min-cost flow problem and derive the
global optimal scheduling algorithm. Section 5 presents the proposed distributed
asynchronous algorithm DONLE. The performance of DONLE is evaluated in
Section 6. We conclude this paper in Section 7.

2 Related Work

Actually, there are a wealth of research efforts towards improving the over-
lay multicast throughput. Early researchers in this area mainly focus on how
to construct single or multiple application layer tree(s). LION [3] employs a
stream-level multi-path based method to improve the throughput of overlay
network using network coding. Recently, a new category of overlay multicast
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protocols - data-driven (or swarm-like) protocols are proposed [4,5,6,7]. In theses
protocols, PALS [7] is an adaptive streaming mechanism from multiple senders
to a single receiver using layered coding, which is actually a swarm-like (or
data-driven) protocol. PALS mainly focuses on coping with the network dynam-
ics such as bandwidth variations and sender participation. PALS evaluates its
performance under the scenario of streaming from multiple senders to a single re-
ceiver very detailedly. Yet it does not involve the performance of the data-driven
protocol under an overlay mesh and does not aim to improve the throughput of
data-driven streaming. Besides, many recent works have been done to improve
the gossip-style overlay construction for various purposes [13,14]. However, few
works address how to maximize the throughput of data-driven streaming in a
constructed heterogeneous overlay mesh.

3 Block Scheduling: Problem Statement and Formulation

In this section, we first intuitively explain what we optimize in data-driven
streaming. Then we formulate this problem. Our basic approach is comprehen-
sive. We define a priority for every desired block of each node due to the block
importance, such as block layer, and its rarity. Our goal is to maximize the av-
erage priority sum of all streaming blocks that are delivered to each node in one
request period under heterogeneous bandwidth constraints.

3.1 Block Scheduling Problem

The idea of DON based streaming system is similar to Bit-Torrent protocol [8].
In our protocol, each node will independently find its neighbors in the overlay so
that an unstructured random overlay mesh will be formed. The media streaming
is encoded with layered coding, and every layer is divided into blocks with the
same size, each of which has a unique sequence number. Every node has a sliding
window which contains all the up-to-date blocks on the node and goes forward
continuously at the speed of streaming rate. We call the front part of the sliding
window exchanging window. The blocks in the exchanging window are the ones
before the playback deadline, and only these blocks will be requested if they
are not received. The unavailable blocks beyond playback deadline will be no
more requested. Every node periodically pushes all its neighbors a bit vector
called buffer map in which each bit represents the availability of a block in its
sliding window to announce what blocks it holds. Due to the announcement of
the neighbors, each node will periodically send requests to its neighbors for the
desired blocks in its exchanging window. We call the time between two requests
a request period (or period for short, typically 1∼6 sec). Each node will decide
from which neighbor to ask for which blocks at the beginning of each request
period. When a block does not arrive after its request is issued for a while and
is still in the exchanging window, it is requested in the following period again.
In layered video coding, video is encoded into a base layer and several enhanced
layers and a higher layer can only be decoded if all lower layers are available,
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Table 1. Notations

Notation Description
N Set of all nodes in the overlay except the source node 0
L Number of encoded layers
rl, l = 1, · · · , L The cumulative rate from layer 1 to layer l, blocks per second
Ii, Oi, i = 0, · · · , |N | The inbound and outbound bandwidth capacity of node i
Eik, i, k = 0, · · · , |N | The maximum end-to-end bandwidth from node i to k
hij ∈ {0, 1} “hij = 1” denotes node i holds block j; “hij = 0”, otherwise
NBRi Set of neighbors of node i
τ The request period
πi

j The priority of block j for node i
WT The exchanging windows size scaled by time
Ci The current clock time at node i
di

j Play out deadline of block j at node i
Di Set of all desired blocks in the exchanging window of node i

namely the block dependency. So in our algorithm, the blocks in lower layer
always have higher priority than the ones in the upper layer.

3.2 Problem Formulation

In this section, we will give the formulation of the block scheduling problem (BSP
for short). As aforementioned, we try to maximize the average priority sum of
all streaming blocks that are delivered to each node in one request period un-
der heterogeneous bandwidth constraints. We consider two types of bandwidth
constraints, namely access bottlenecks (inbound and outbound bandwidth ca-
pacity) and non-access bottleneck bandwidth (maximum end-to-end available
bandwidth). As all the blocks have the same size, we use blocks per second
to represent the amount of inbound, outbound, and end-to-end available band-
width. Table 1 summarizes the notations in the rest of this paper.

Block Priority Definition. We give each block a priority due to its importance
for a specified node. Two key factors that have impact on the block importance
are considered here: the layer factor and the rarity factor. As in layered coding,
the upper layer can be decoded only if the lower layers are available, we should
ensure that the blocks of lower layer have higher priority. Besides, many previous
works such as [15] demonstrate that requesting the block with rarest holders first
brings more diversity to the system and help the block spread more rapidly. The
following is the priority value of block j for node i:

πi
j = βΠR

( ∑
k∈NBRi

hkj

)
+ (1 − β)θΠL(λj), where β = (di

j − Ci)/WT (1)

We let both function ΠR and ΠL monotonously decreasing. Function ΠL

satisfies ΠL(λj) � ΠL(λk) when λj < λk, for any block j and k so as to
guarantee the layer dependency requirement. Parameter 0 ≤ β ≤ 1 represents
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the current position block j in the exchanging window. We let θ have relatively
large value. Although our block priority definition is a simple linear combination
of the two factors, it can guarantee the following key requirements: a) when a
lower-layer block is in near the playback deadline (β = 0), it has much higher
priority than any other upper-layer blocks (large value of θ); b) a block with
fewer holders has higher priority than the one with more holders in the same
layer and the same position in exchanging window.

Formulation. We formulate the block scheduling problem. We define the de-
cision variable xi

kj to denote whether node i ∈ N should request block j ∈ Di

from its neighbor k ∈ NBRi:

xi
kj =

{
1, node i should request packet j from neighbor k
0, otherwise (2)

Our target is to maximize the average priority sum of blocks that each node
can receive with heterogenous bandwidth constraints:

max
1
|N |

∑
i∈N

∑
j∈Di

∑
k∈NBRi

πi
jhkjx

i
kj

s.t.
(a)

∑
k∈NBRi

xi
kj ≤ 1,∀i ∈ N, j ∈ Di (b)

∑
j∈Di

∑
k∈NBRi

xi
kj ≤ τIi,∀i ∈ N

(c)
∑

i∈NBRk

∑
j∈Di

xi
kj ≤ τOk, ∀k ∈ N (d)

∑
j∈Di

xi
kj ≤ τEki,∀i ∈ N, k ∈ NBRi

(e) xi
kj ∈ {0, 1}, ∀i ∈ N, k ∈ NBRi, j ∈ Di

(3)
The formulation is a comprehensive integer linear programming, and we call

this optimization problem global block scheduling problem (or global BSP for
short). Constraint a) ensures no duplicate blocks are requested. Constraints b)
and c) guarantee the blocks numbers that are downloaded from node i and
uploaded to node k do not exceed the inbound and outbound bandwidth limita-
tion respectively. Furthermore, constraint d) ensures that the number of blocks
transmitted from node k to node i is under the constraint of end-to-end available
bandwidth. Finally, constraint e) indicates that it is an integer programming.

4 Modeling and Global Optimal Solution

In this section, we will show that the global BSP (3) can be transformed into an
equivalent minimum cost flow problem that can be solved in polynomial time.
We call solving such a min-cost flow problem a global optimal solution. The min-
cost flow problem is introduced in [16]. By double scaling algorithm [16], the time
complexity for min-cost flow problem is bounded with O(nm(log log U) log(nC)),
where n and m are the number of vertices and arcs while U and C is the largest
magnitude of arc capacity and cost respectively.

Fig. 1(a) and Fig. 1(b) show a sample of global BSP with four nodes and
its min-cost flow modeling respectively. In Fig. 1(b), the two numbers close to
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(a) A global block scheduling
problem

(b) Model as a min cost flow problem

Fig. 1. An example of the equivalent MCFP

an arc represent the capacity and per unit flow cost of the arc. Rather than
describe the general model formally, we merely describe the model ingredients
for these figures. In data-driven streaming, we decompose a node into its three
roles: a send, a receiver and a neighbor. We model each sender k as a vertex
sk, each receiver i as a vertex ri, and each neighbor k of node i as a vertex
nik. Further, we model a desired block j for node i as a vertex bij . Besides we
add two virtual vertices: a source vertex s and a sink vertex t. The decision
variables for this problem are whether to request block j from neighbor k of
node i which we represent by an arc from vertex nik to vertex bij if block j
is a desired by node i. These arcs are capacitated by 1 and their per unit flow
cost is 0. And we insert arc from vertex nik to bij to indicate that neighbor k
of node i holds block j. To avoid duplicate blocks, we add arc capacitated by 1
from bij to ri and set the per unit flow cost as the priority of block j for node i
multiplied a constant −1/|N |. To satisfy the outbound bandwidth constraint of
node k, we add arc between vertex s and vertex sk whose capacity is τOk. And
for the maximum end-to-end available bandwidth from neighbor k to node i, we
insert arc from vertex sk to nik with capacity τEik. Finally, to incorporate the
inbound bandwidth constraint of node i, we introduce arc between ri and t with
capacity τIi. To guarantee maximum number of blocks are delivered, we insert
uncapacitated arc from vertex t to s that has a negative per unit flow cost with
large absolute value. Finally we have the conclusion: The min-cost flow problem
would yield the optimal solution of the global BSP. We omit the proof here.

5 Heuristic Distributed Algorithm - DONLE

In this section, based on the basic idea of the global optimal solution, we pre-
sent the heuristic practical algorithm - DONLE which is fully distributed and
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asynchronous. In DONLE, each node will decide from which neighbor to fetch
which blocks at the beginning of its request period. As the request period is rel-
atively short (such as 2 seconds), our scheduling algorithm should make decision
as rapidly as possible. So in our heuristic distributed algorithm, we just do a lo-
cal optimal block scheduling on each node based on the current knowledge of the
block availability among the neighbors. The local optimal block scheduling can
also be modeled as a min-cost flow problem. As shown in Fig. 1(b), the sub min-
cost flow problem in the each rectangle is just the local optimal block scheduling.

However, one problem to do local scheduling is that each node does not know
the optimal flow amount on arcs (sk, nki) (≤ Ok). In other words, we should
estimate the proper upper-bound of the bandwidth from each neighbor. For
simplicity, here we use a purely heuristic way for each node to estimate the
maximum rate at which each neighbor can send blocks. Our approach is to use
the historical traffic from each neighbor to do this. More formally, let Qki denote
the estimated maximum rate at which neighbor k ∈ NBRi can deliver to node
i. Of course, Qki should not exceed Ok. We let g

(p)
ki denote the total number

of blocks received by node i from neighbor k in the pth period. In each request
interval, we use the average traffic received by node i in the previous P periods to
estimate Qki in the (p+1)th period: Qki = γ ·(∑p

ω=p−P+1 g
(ω)
ki

)
/P τ . Parameter

γ(> 1) is a constant called aggressive coefficient. Then we can do a local optimal
block scheduling formulated as below and solve it by its equivalent min-cost flow
problem in polynomial time. We call it a local BSP. Our distributed algorithm
is heuristic and we examine its performance and the gap between DONLE and
the global optimal solution by simulation in Section 6.

max
∑
j∈Di

∑
k∈NBRi

P i
j hkjx

i
kj (4)

s.t.
(a)

∑
k∈NBRi

xi
kj ≤ 1, ∀j ∈ Di, (b)

∑
j∈Di

∑
k∈NBRi

xi
kj ≤ τIi, ∀i ∈ N

(c)
∑
j∈Di

xi
kj ≤ τQki, ∀i ∈ N, k ∈ NBRi, (d) xi

kj ∈ {0, 1}, ∀k ∈ NBRi, j ∈ Di

6 Performance Evaluation

In this section, we compare DONLE to other existing block scheduling strategies,
and also examine the gap between DONLE and the global optimal solution.
Three conventional strategies are compared here:

– Random Strategy: each node will assign each desired block randomly to a
neighbor which holds that block. Chainsaw [5] uses this simple strategy. We
examine how this method works in layered data-driven streaming.

– Local Rarest First (LRF) Strategy: As Section 3 depicted, a block that has
the minimum owners among the neighbors will be requested first. DONet [4]
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(a) Conservative (b) Aggressive (c) Tradeoff

Fig. 2. Three round robin strategies

adopts this strategy. We also introduce this method into layered data-driven
streaming and compare it with ours.

– Round Robin (RR) Strategy: All the desired packets will be assigned to
one neighbor in a prescribed order in a round-robin way. If the block is
only available at one sender, it is assigned to that sender. Otherwise, it is
assigned to a sender that has the maximum surplus available bandwidth. In
Fig 2, we introduce three conventional block ordering schemes used in the
literature. Fig. 2(a) shows the conservative block ordering: it always requests
blocks of lower layers first. On the contrary, aggressive block ordering scheme
requests blocks of all layers with lowest sequence number (or time stamp)
preemptively as illustrated in Fig. 2(b). Fig. 2(c) uses a zigzag ordering
(slope=1) which is a tradeoff between the two extreme schemes.

To evaluate the performance, we define delivery ratio of a layer to repre-
sent the number of different blocks that arrive at each node before the playback
deadline over the total number of blocks encoded in that layer. Since the total
number of blocks in a layer is a constant that relies on the encoding and packeti-
zation, the average delivery ratio among all nodes can represent the throughput
of the overlay. We compare DONLE and global optimal solution to the follow-
ing five strategies: random, LRF, RR-conservative, RR-aggressive, RR-tradeoff.
To ensure fair comparison, all the approaches have the same physical network
and end-host participants in each scenario. Each curve in all the plots is an
average over 10 simulation runs. We encode the video into 10 layers, and each
layer has a rate of 50Kbps. To evaluate the quality of a specified layer, we av-
erage the delivery ratio of that layer over all nodes that can achieve the layer
due to their inbound bandwidth. We use 500 nodes in the overlay and set the
request period to 2 seconds. We set the node access bandwidth is asymmetric:
the inbound bandwidth evenly distributes across 15Kbps to 1Mbps; while the
outbound bandwidth of each node is randomly selected between half and one
time of its inbound bandwidth. We set the outbound bandwidth of the source
node to 2Mbps. Previous study [17] has shown that there is a sweet range of
neighbor count or peer degree (roughly between 6 to 14) where the delivered
quality to the majority of peers is high. Therefore, in our simulation, each node
randomly selects 14 other nodes as its neighbors. We set the exchanging window
to 10 seconds so as to avoid large delay and set the sliding window to 1 minute
aiming to increase the opportunity of serving more neighbors.

As shown in Fig. 3(a), we compare the global optimal solution and DONLE
to five other strategies. In this figure the bottlenecks are configured to be only at
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(a) The bandwidth bottleneck is only at last mile (b) The bottleneck is not only at last mile

Fig. 3. Average delivery ratio at each layer

the last mile. We note that the global optimal solution has the best performance,
and the delivery ratio in all layers is nearly 1. This demonstrates that the gen-
erated topologies have sufficient capacity to support all the nodes to receive all
layers that they can achieve. The performance of DONLE is also fairly good.
Most of the delivery ratio in lower layers has nearly 1 and most in higher layers
is also above 0.9. However, though the RR-conservative method has perfect de-
livery ratio in layer 1 to 4, the quality has a cliff drop from layer 5. This means
all the users can enjoy the video of 4 layers very smoothly, yet few nodes can
receive data beyond the 4th layer even if their inbound bandwidth is sufficient to
support higher quality. This is because requesting lower layers first leads to bad
block diversity among nodes. In contrast, the curve of the RR-aggressive method
is flat. We note that most nodes can not watch even the base layer, although
more blocks of higher layers are propagated, since this method does not consider
the layer dependency. RR-tradeoff methods leverage the previous two methods.
Here we use zigzag ordering with slope of 1/10 in RR-tradeoff. We found that
the LRF strategy has more deliver ratio than round-robin schemes. Meanwhile,
the random strategy has the poorest performance. As shown in Fig. 3(a), our
distributed method DONLE outperforms other strategies much with a gain of
10%∼80%. Nevertheless, there is still about 12% gap between the global opti-
mal solution and DONLE. In Fig. 3(b), we investigate the performance of these
methods when the bottleneck is not only at last mile. In this figure, we let the
maximum end-to-end available bandwidth distribute across 10Kbps 150Kbps.
All the other configurations are not changed. The delivery ratio of all methods
degrades compared to the results when bottleneck is only at last mile. The per-
formance from the best to the poorest in turn is still DONLE, LRF, round-robin
schemes, and random. It is observed that the rarity factor has significant im-
pact on the throughput improvement in data-driven streaming. Therefore LRF
strategy has better performance than round-robin and random strategies. Fur-
ther, DONLE not only considers the rarity factor, but also does a local optimal
scheduling that utilize the local bandwidth capacity as sufficient as possible as
explained intuitively in Section 3. Hence DONLE outperforms other strategies.
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7 Conclusion and Future Work

To improve the throughput of data-driven streaming in heterogeneous network,
we propose a global optimal solution and a distributed algorithm - DONLE.
Our simulation results show that our proposed algorithm DONLE is superior
to a number of conventional strategies. For future work, we will study how to
maximize the blocks delivered over a horizon of several periods, taking into
account the inter-dependence between the periods. We are also planning to do
more experiments on examining the parameter sensitivities in our algorithm.
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Abstract. Live media streaming applications are increasing dramatically on the 
Internet such as IPTV, distance learning, video conference etc. Meanwhile, 
layered transmission is a promising solution to video streaming over the 
heterogeneous Internet. This paper presents LSONet, which leverages the 
advances in both the field of media compression, i.e., layered video coding, and 
the field of networking, i.e., application-level overlay networking. The purposes 
are, respectively, to obey the delay requirement, to improve bandwidth 
efficiency and to adapt to network jitter. The proposed system is completely 
self-organizing, and it can adapt to network dynamics in a fully distributed 
fashion. Extensive simulations have been performed. The results show that the 
system outperforms previous scheme in resource utilization and more robust 
and resilient for network fluctuation, which demonstrate that the proposed 
architecture and the associated protocol are well-suited for quality adaptive live 
streaming applications. 

Keywords: Overlay network, layered video coding, live media streaming, 
quality adaptive. 

1   Introduction 

With the widespread availability of inexpensive broadband Internet connections for 
home-users, a large number of bandwidth-intensive applications have now become 
practical. This is the case for multimedia live streaming, such as IPTV [1], distance 
learning, video conference, news broadcasting and so on. Simultaneously, 
companying with the deployment of broadband access network for end-users,  people 
found that the bottleneck is now laying on the server side, since the bandwidth 
required for serving many clients at once is huge and very costly for the broadcasting 
entity.  

For alleviating the streaming server load and make the best use of bandwidth 
between end-users, the multimedia streaming service, served through application-
level overlay (or peer-to-peer) networks is growing rapidly. Peer-to-peer overlay 
networks shifting the task of content distribution from the server to the users of the 
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network, which have been proposed in the last few years and provide very 
encouraging results. However, due to the bit rates are more variable and less 
predictable than tradition client-server environments, making it difficult to use peer-
cooperative based networks to stream video for online viewing. In this situation, how 
precisely the available channel bandwidth can be estimated, what architecture and its 
associated protocol are exploited, and the excellent bandwidth adaptability of the 
source bit stream will play important roles in the end-to-end quality.  

In this paper, parallel efforts have been exerted in the media compression field and 
networking field. We designed a self-organizing peer-assisted streaming architecture 
and the associated protocol, named as LSONet, which is provided by the scalable 
coding techniques and inspired by the spirits of peer-to-peer overlay networking. The 
proposed architecture aims for a better trade-off among bandwidth efficiency, 
network delay and streaming quality by utilizing the extra available bandwidth that 
might exist among clients. In the past few years, a number of P2P multicast tree were 
proposed [2, 3]. As the tree-based approaches are vulnerable with dynamic group 
variation, we adopt gossip-based mesh-like topology for overlay network construction 
[4]. Specifically, in tree-based multicast networks, the media contents on the links 
from the parent to its direct children are almost the same (or at least largely 
overlapped), whereas in our overlay P2P scheme, multilayered video content are 
distributed among mesh-like networks and mostly different. Employ data-driven and 
multi-source transmission scheme, packets can be exchanged among clients 
efficiently. As a result, the playback quality can be mutually improved and more 
robust for network fluctuation. Two types of topologies, physical topology and logical 
P2P topology, are introduced for system evaluation. The physical topology represents 
a real topology with Internet characteristic mode. The logical topology represents the 
overlay P2P topology built on top of the physical topology. Simulation and numerical 
results show that LSONet can achieve improved performance on video delivery 
quality, bandwidth utilization and service reliability, owing to the peer-assisted multi-
path transmission and scalable layer-encoded streaming. Additionally, there is much 
less control overhead in LSONet comparing with DONet [5] system. The results 
indicate that the nodes in LSONet can cooperate perfectly that takes advantage of the 
fine-grained layered coding, and is fully compatible with the best-effort Internet 
infrastructure. 

2   Related Work 

Nowadays, a new kind of application is getting success: live streaming applications 
such as IPTV, distance learning, video conference, news broadcasting etc. Live 
streaming target a lot of people and consume many resources therefore they need 
group communication functionalities. Some of optimization prototype systems are 
proposed such as using a push-pull streaming approach in GridMedia [6], data-driven 
scheme for DONet in CoolStreaming [5], inter-overlay optimization based scheme in 
Anysee [7]. Unfortunately, they usually targeting traditional non-scalable video bit 
stream, do not specially considering quality-scalable video streaming in peer-to-peer 
environments.  
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In the coding community, layered coding is often referred to as scalable coding. 
The scalability includes temporal scalability, spatial scalability, and quality (or SNR) 
scalability. These scalable coding algorithms have been adopted in advanced 
compression standards, such as H.263+, MPEG-2, MPEG-4 and H.264. This paper 
does not specify any particular coding algorithm in the application layer. 
Nevertheless, a coder with a wide dynamic range, fast responsiveness, and fine 
granularity in terms of rate control is of particular interest. Examples include the Fine 
Granularity Scalability (FGS) [8] or Progressively FGS (PFGS) coders [9]. In the 
layered multicasting field, layered multicast was first proposed in [10], where a 
stream is separated into multiple layers, and then transmitted through different 
multicast channels with receiver-driven model. Many follow-up studies work on layer 
rate allocation mechanisms to maximize the overall streaming quality. Nevertheless, 
these studies are usually discussed on IP-multicast scenario.  

3   Streaming Schemes for Layered Video 

The proposed streaming architecture is a mesh-based structure. Unlike other mesh-
based ALM structures, this architecture builds a specific overlay for each logical layer 
(LL), i.e., it is a method to construct multiple overlay networks so that different layers 
of the encoded video can take separated overlay networks for video transmission. It is 
capable of self-organizing because both the underlying mesh and the delivery path out 
of it are all dynamically adjustable. Both the dynamic changes in membership, such as 
client join or leave, and the underlying network conditions will trigger the self-
organizing process. Simultaneously, clients in this architecture can mutually improve 
their quality by exchanging and relaying different logical layers of the streaming data 
inside the mesh. For example, the connection between client A and client B is used to 
transmit the first logical layer from A to B and, at the same time, to transmit the 
second logical layer from B to A. It implies that the manner of how the links in the 
mesh are utilized is quite different from that in any ALM overlay or tree-base 
structure. It is exactly the full-duplex connection among clients based on the data-
driven request. On the contrary, in any tree-based structure, the connection can only 
be used to transmit data either from A to B or from B to A that maintained as parent-
child relationship. 

In LSONet, we stipulate that the clients immediately start to playback once they 
have received the base layer content, instead of receiving the whole bit stream. 
Because of the concision and higher streaming priority of base layer content, the 
transmission of base layer have smaller delay than streaming of traditional non-
scalable bit stream. Consequently, the proposed system will not introduce any extra 
delay (besides the normal relay delay) and achieves shorter start-up latency. In 
addition, the proposed architecture achieves higher quality of service thanks to the 
layered video coding, which provides a straightforward means for clients to adjust its 
transmission policy when handling network dynamics. To guarantee the correct 
dependencies between bit streams of the physical layers, we impose stronger 
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dependencies between logical layers. For example, the logical layer 3 is dependent on 
logical layer 2. 

1for      , ≥> jiLLLL ji     (1) 

where LLi stands for ith logical layer. Equation (1) indicates that a logical layer is 
decodable only if all its preceding lower logical layers have been accepted correctly. 
On the other hand, the loss of a higher logical layer will have no influence on lower 
logical layers. Note that a non-scalable bit stream can be regarded as a special case of 
a scalable bit stream, i.e., scalable bit stream with only one layer. 

Finally, to take into account the diversities in the clients’ capabilities such as 
computation power and network connection, two user configurable parameters, 
namely in-degree (kin) and out-degree (kout), are introduced. The former limits the 
maximum number of incoming connections the client can accept (excluding the link 
to the server) and the latter controls the maximum number of outgoing connections 
the client is willing to support. In simulations, we found that these two parameters 
have great influence on the system performance. 

Note that LSONet is indeed a multi-sender overlay system, i.e. the receiving node 
gets different layers of stream from different sender. For the purpose to maximize the 
delivered quality from multiple senders and adaptive to network bandwidth variation, 
LSONet leverages data-driven mechanisms and advanced scalable coding techniques. 
Specifically, the receiver acts as coordinator among multiple senders rely on the layer 
requested and the message of available data of each sender, we denoted as layer-to-
sender mapping mechanism. 

4   Protocol Description 

In this section, we present the protocol that can achieve all the design goals of the 
system. Every client in our system maintains a key data structure called a 
transmission policy. A transmission policy includes: (i) receiving which logical layers 
from which partners (including the server), (ii) relaying which logical layers to which 
clients and (iii) the available (remaining) inbound and outbound bandwidth. A client’s 
transmission policy is subjective to dynamical change. As the key data structure, most 
operations of the protocol are about how to create, adjust and optimize the 
transmission policy. The transmission policy structure updated periodically based on 
the layer available information. In LSONet, each node maintains a Layer Availability 
Buffer (LAB) to record the specific available layer data it can provide. The LAB 
messages would be exchanged when a new request received from a receiver, and then 
the receiver schedules which layer is to be fetched from which partner accordingly 
based on all LAB messages from its partners. Similar to DONet system, the message 
delivery of LAB can resort to gossip-based mechanism [4]. However, our proposed 
system has more stable partnership: A particular layer of stream always relayed from 
a fixed sender, until the sender has left or failed. In this scheme, data availability 
message need not be sent out periodically, which have much less overhead for 
cooperation than DONet. 
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4.1   Client Join 

4.1.1   Initial Join Procedure 
When a client wishes to join the session, it contacts the server directly and the session 
starts immediately through normal unicast. This leads to little start-up delay, which is 
desirable. Upon joining, the server will allocate a globally unique ID (GUID) to the 
client. The GUID will not change throughout the life time of the client. The new 
comer then begins to identify some potential peers. We assume every client can get a 
list of closely located concurrent session members via a bootstrap mechanism. The 
bootstrap mechanism may be provided by a central directory or in any out-of-band 
manner. In practice, a simple but effective method is to ask the server to return some 
close IP addresses.  

The joining client (denoted by X) contacts every client (denoted by C) in the list 
and collects the following information: (i) underlying network conditions (mainly the 
available bandwidth and the round trip time (RTT)) measured over the virtual links 
between X and C; and (ii) current transmission policy of C. In our protocol, the 
available bandwidth between two members is estimated using the well-established 
formula [11]: 
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Where B represents the estimated available bandwidth, MTU is the packet size 
transmitted over the link, tout is TCP time out, tRTT is the measured round-trip time in 
seconds, and p is the measured packet loss rate. Having collected enough information, 
the joining client now selects some clients with relative large available bandwidth as 
peers and calculates an optimal transmission policy using the algorithm described in 
the next subsection. Note that the in-degree and out-degree constraints must be 
obeyed during the peer selection process. Finally, the joining client finishes the whole 
joining procedure by notifying the server and all peers of its new transmission policy.  

4.1.2   Optimal Transmission Policy Decision 
Suppose a joining client X chooses a set of N (N ≤ kin) peers as providing peers, 
P={P1, …, PN}, the corresponding available bandwidths are {b1, …, bN}, which is 
normalized in the unit of logical layers. Let L be the maximum number of logical 
layers the server feeds into the system, and denote the server as P0. We first defined a 
matrix D={dij}(N+1)×L , this matrix defines the distribution of the multiple sources that 
X can get contents from. Where dij=1 (0 ≤ i ≤ N, 1 ≤ j ≤ L) indicates that Pi is 
receiving logical layer j from the server directly and thus can relay it to X. X is now 
ready to determine the optimal transmission policy, i.e., which logical layers should 
be transmitted from which neighbors, so as to maximize its total number of received 
logical layers while not violating the constraints on link bandwidth and layer 
dependency policy. The problem can be modeled as a zero-one integer programming 
problem. Let boolean variable xij∈{0,1} represent whether or not X will receive 
logical layer j from Pi, with xij=1 means X will. Let J={1,2,…,L} and I={0,1,…,N}. 
The problem is then formulated as follows:  
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Equation (3) is the objective function, which is to maximize the total number of 
received logical layers. Equation (4) indicates that the duplicated logical layers from 
different neighbors should be avoided. Equation (5) expresses the dependencies that 
must be maintained between logical layers. Equation (6) and (7) are the constraints on 
bandwidth consumption constrains.  

In fact, the complexity of computation is extremely low because both the number 
of supplying peers and the maximum number of logical layers are relatively small in 
practice. In LSONet, the receiver can adjust number of delivered layers by joining a 
different number of multicast sessions. This allows the receiver to regulate overall 
incoming throughput (and thus overall delivered quality) at the level that does not 
cause congestion in the network, i.e., the receiver implements some type of 
congestion control mechanism by regulating incoming throughput.  

4.2   Client Leave or Failure  

By client leave, we mean that the client notifies all its collaborating peers before it 
actually leaves the session (explicit leave), while by client failure, we mean that the 
client did not or failed to notify its collaborating peers when it actually left (implicit 
leave). In this work, we assume the failure of any client will be detected by its peers, 
for example, through the periodical heartbeat mechanism. Due to the strong 
dependency imposed on the logical layers, the protocol must promptly react to any 
client leave/failure. Specifically, the protocol should suppress the propagation of the 
bad impact of the client leave/failure. First of all, let us study an example to get a 
feeling on how a client leave may propagate.  

For ease of presentation, we introduce a re-schedule algorithm that is used to 
handle the loss of one logical layer due to either peer leave/failure or bandwidth 
fluctuation. For a client with missing a logical layer, if there is another peer (including 
the server) who can provide the missing layer and under available bandwidth bound, 
it can simply ask that peer to relay the lost layer. In this case, the client maintains the 
same quality after the re-scheduling. Otherwise, re-schedule algorithm will try to 
obtain the lost layer by sacrificing one of the higher (less important) layers 
recursively. We use the example in Fig.1 to explain the algorithm. In Fig.1-(a), if 
client F leaves, client A who is forwarding data to F will simply stop forwarding. That 
is, A is not affected by the leave of F. Unfortunately, client Y has to adjust its 
transmission policy in time to maintain normal playback since LL2 is relayed from F. 
During the re-schedule process, Y first checks with client X. Presently, Y is receiving 
the layer LL5 from X. Since X receives only the LL4 and LL5 from the server directly, 
it is not allowed to relay LL2 to Y. Consequently, Y will resort to Z. Initially Y is 
receiving the layer LL4 from Z. Depending on whether Z can relay LL2 to Y or not, the 
example is branched into two cases, as shown in Fig.1-(b) and Fig.1-(c).  
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Fig. 1. Examples of adjustment of transmission policy due to client leave/failure 

In the first case, Y asks Z to stop sending LL4 and switch to LL2 instead. Now, the 
lost layer at Y shifts from LL2 to LL4 now. In the same way, the lost layer is further 
shifted from LL4 to LL5 by requesting X to relay LL4 instead of LL5. Clearly, after re-
scheduling, Y will receive four logical layers with the new transmission policy. This 
adjustment ends locally without spreading out to any peer. In the second case, Y can 
not rescue LL2 from any peer but the server. However, due to the bandwidth limit on 
the link from the server to Y, the LL3 has to be traded for LL2. In this case, Y will 
obtain only two logical layers. Also, the missing LL3 will influence peer X. As a 
result, Y must notify X of losing LL3. X will react and run the re-schedule algorithm 
to adjust its own transmission policy.  

5   Performance Evaluation 

5.1   Simulation Setup 

Two types of topologies, physical topology and logical topology, are generated in our 
simulation. The physical topology should represent the real topology with Internet 
characteristics. The logical topology represents the overlay P2P topology built on top 
of the physical topology. All P2P nodes are in a subset of nodes in the physical 
topology. The router-level physical network is generated according to the Transit-
Stub graph model, using GT-ITM topology generator [12]. In our simulations, we 
randomly select 500 to 1500 nodes as LSONet nodes, for overly networks 
construction. The overlay nodes join and leave the network using an exponential on-
off distribution. Unless otherwise stated, the default periods of on and off status have 
mean value of 250 seconds. The scalable source bit stream is composed of 8 logical 
layers, which has mean value of 256kpbs bandwidth for each layer, and 1Kbyte of 
each packet size. 

5.2    Delivery Quality and Bandwidth Efficiency 

To testify the effectiveness of scalable coding video, we compare the performance of 
LSONet with the following scenarios: 

• Single Layer stream with minimum bandwidth: In this case we employ a 256kpbs 
CBR source bit stream for media delivery instead of the scalable video stream, 
denoted as SLMin case.  
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• Single Layer stream with medium bandwidth: In this case we instead the scalable 
video stream with a 1Mpbs CBR stream for video delivery, denoted as SLMed 
case.  

• Single Layer stream with maximum bandwidth: In this case we instead the 
scalable video stream with a 2Mpbs CBR stream for video delivery, denoted as 
SLMax case.  

We compare the average delivery quality of different scenarios where a variable 
number of partners employed. Fig.2-(a) depicts the average delivered quality by 
LSONet, SLMin, SLMed and SLMax for different numbers of cooperative partners, 
ranging from 2 to 10. Note that the average delivery quality normalized by aggregate 
number of layers in this experiment. We have also shown the maximum deliverable 
quality as an upper bound for average delivered quality. This figure shows that the 
average delivery quality by LSONet is higher than the other three scenarios. Lower 
delivered quality by SLMin, SLMed and SLMax is primarily due to the inability to 
utilize residual bandwidth from each sender. Meanwhile, we notice that the delivery 
quality by LSONet is very close to the maximum deliverable quality. The small gap 
between them represents the residual aggregate bandwidth is insufficient for adding 
another layer. The result can be concluded that the LSONet has indeed made 
efficiently use of the available bandwidth and is an effective solution for multi-layer 
video delivery over pee-to-peer networks.  

As mentioned previously, LSONet can adequately use of residual bandwidth of 
multiple senders. We investigate the utilization of aggregated bandwidth as a function 
of overlay size, i.e., total number of participating nodes, in the same simulation. 
Fig.2-(b) depicts the bandwidth utilization by different scenarios for the logical 
topologies are generated with the number of peers (nodes) ranging from 500 to 1500. 
The figure shows that the LSONet always keeps higher bandwidth utilization. We 
also found that the curve line of SLMin and SLMed declines dramatically when the 
number of participating nodes increases over a threshold. It is the reason that although 
the gross available bandwidth increases with the augment of overlay size, the 
streaming throughput remains limited due to the finite bandwidth requirement for 
non-scalable CBR streams. 
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Fig. 2. Experimental results for LSONet, SLMax, SLMed and SLMin 
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5.3   Control Overhead  

As mentioned previously, we employ the gossip-based protocol for exchanging data 
availability of multiple senders. The primary disadvantage of this protocol is larger 
control overhead due to its property of pure decentralized overlay system. In this 
experiment, we define the control overhead as the ratio of control traffic volume over 
video traffic volume at each node. And we present the results of another gossip-based 
live media streaming system, DONet [5], for comparison. Usually, the number of 
partners is a key factor to the control overhead.  

Fig.3-(a) depicts the normalized control overhead as a function of the average 
number of partners in a stable environment, i.e., the lifetime of each node equals to 
the playback duration of streaming, typically as 120 min. The source bit stream is 
composed of 3 logical layers, which has mean value of 256kpbs bandwidth for each 
layer. The figure shows that the overhead in DONet system increases with a larger 
number of partners, while in our proposed system, the control overhead keeps 
invariability on the whole. The reason is that in DONet, the video stream is 
partitioned to many segments, each node periodically exchange segment’s availability 
information with partners, and then schedules which segment is to be fetched from 
which partner accordingly. Unlike DONet, our proposed system has more stable 
partnership: A particular layer of stream always relayed from a fixed sender, until the 
sender has left or failed. In this scheme, data availability message need not be sent out 
until a specific layer request is received from a partner. We also examine the property 
with dynamic environments. Fig.3-(b) shows the control overhead as a function of 
ON/OFF period (ΔT). Not surprising, the control overhead increases with a shorter 
ON/OFF period in both systems. This is because of more dynamic node behaviors. 
Additionally, the results show that the LSONet can achieve much lower overhead 
than DONet. 
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Fig. 3. Control overhead under stable and dynamic environments 
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6   Conclusion 

In this paper, we propose a layered video live media streaming architecture for 
overlay networks. The video is encoded into multiple layers and a different overlay 
structure is maintained for each layer. The design consists of some key technologies, 
namely multi-source and mesh-based packet exchange among clients, data-driven 
transmission direction, assign resources based on their locality and delay dynamically, 
and the protocol is self-organized and operates in a decentralized manner. 
Maintaining continuous playback is a primary objective for streaming applications. 
Fortunately, owing to scalable layer-encoded streaming, the client in LSONet 
maintains continuous playback if only the basic layer can be retrieved from any 
sender. It also has shorter start-up latency for the sake of the playback immediately 
start as long as enough base layer data has been fetched. Furthermore, more stable 
streaming partnership makes LSONet nodes need not send data availability message 
periodically, which have trivial overhead for gossip-based protocol.  
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Abstract. CoolStreaming is the first protocol which introduces the
mesh structure into Application Layer Multicast(ALM) in media stream-
ing application, i.e. each agent may have two or more parents instead of
only one parent. However, since the agents in Mesh-based ALM(MALM)
are strategy and selfish, the effect of cheating behavior may not be ig-
nored. To solve this problem, we apply the VCG mechanism design into
MALM network model, and devise a strategyproof mechanism to avoid
the agent cheating. As a result, the goal to maximize the system out-
come can be achieved. In addition, we design a distributed algorithm to
realize our mechanism. The algorithm can dynamically adapts to form a
better multicast mesh, though ALM network parameters and constraints
change dynamically in reality. The correctness and performance of this
distributed algorithm are verified by the following experimental results.

1 Introduction

Application Layer Multicast(ALM)[13,14,17] is one multicast vehicle achieved in
application layer. Comparing to IP multicast achieved in network layer, ALM
build an overlay network out of unicast tunnels across cooperative participating
end-hosts, called overlay agents, and multicast data is relayed among these over-
lay agents. [5,6] build a tree structure for Tree-based ALM(TALM), and for solv-
ing the bandwidth and dynamic problems, CoolStreaming [1] constructs a mesh
structure, which is called Mesh-based Application Layer Multicast(MALM), to
data delivering.

In MALM, data is delivered among the end hosts instead of the obedient
routers, and relay agents are now selfish and strategic end hosts. Therefore, the
cooperative behavior among the routers cannot be taken for granted. The selfish
and strategic overlay agents may optimize their own utility. As a result, these
selfish agents are not always like the routers to optimize the global utility.

[2,9] studies the theory of mechanism design and introduces the VCG mecha-
nism. VCG mechanism is widely used in strategyproof problem to encourage the
agents to tell truth.One goal of us is to design a strategyproof mechanism based

T.-J. Cham et al. (Eds.): MMM 2007, LNCS 4351, Part I, pp. 495–504, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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on VCG, which will make each agent tell truth, to build the truthful multicast
mesh and optimize the MALM’s system outcome. Another contribution of this
paper is to design a distributed and trustable algorithm to realize the mechanism
according to our theoretical model.

The remainder of this paper is organized as follows. Sec. 2 discusses the related
work. Sec. 3 introduces some background information on the mechanism design
and the VCG mechanism. Sec. 4 gives the description of network model. Sec. 5
focuses on the distributed algorithm design to realize the strategyproof mech-
anism. Extensive simulations and analysis are conducted in Section 6. Finally,
conclusions of this paper are presented in Section 7.

2 Related Work

Nisan and Ronen first tried to solve network problems through introducing the
idea of Algorithm Mechanism Design(AMD) [9,15]. Since then, many computer
scientists have joined this field [10,16,18]. In concrete problems of multicast, [11]
designed distributed payment algorithms using VCG mechanism to encourage
multicast receivers to tell truth in multicast tree. [3] applies mechanism design
into link-weighted ALM to solve the problem of receiver cheating. For simplify
the process of constructing and maintaining the ALM tree, [4] design a scheme
of mechanism design through building a truthful minimum cost multicast tree.
Deferent with our work, their multicast are all tree-based, although [4] first builds
a mesh-based overlay network.

For solve the bandwidth problem in TALM, some studies introduced a mesh
structure into the ALM of streaming. After MALM is introduced into ALM,
the study of incentive mechanism in p2p streaming applications also becomes a
hotpot, [7,8]. In these incentive mechanisms, one assumption is that the nodes
of p2p streaming network are all honest. However, the assumption is not taken
for granted in peer-to-peer network. In our work, we design a strategyproof
mechanism to encourage each agent to declare real private type to the public
system, so that the real maximum outcome can be achieved. At this point, this
is the first work in p2p streaming application as far as we known.

3 Background Knowledge

Consider the model of a n-players static game of non-complete information, the
n-players is denoted by n-agents {a1, a2, a3, ..., an}. Each agent ai has a set of
possible private information (termed its private types) Ti = {t1i , t2i , t3i , ..., tni }. ai

has a private type ti ∈ Ti, which is the real private type of ai. Let the vector
T = {t1, t2, t3, ..., tn} represents the set of all agents’ private types. When ai is
needed to declare its private type ti to the public system, it can declare its real ti
as si ∈ Ti. Since agent ai is a selfish and strategy player, its si may not equal to
ti just to gain more benefit. si is also called a strategy, then agent ai’s strategy
space is denoted as Si = {s1

i , s
2
i , s

3
i , ..., s

n
i }.
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In a mechanism problem, when most of agents try to choose the same strategy
according to the rule, the strategy is considered as a dominant strategy. In other
words, the dominant strategy will maximize the agent’s utility ui, no matter
what the other agent do.

We say that a mechanism is an implementation with dominant strategies (or
in short just an implementation) if

Definition 1 (A Dominant Strategy). A dominant strategy equilibrium s∗

satisfies the condition ui(s∗i , s−i) ≥ ui(si, s−i) for all agents ai and all strategies
(si, s−i).

In first item, s−i is the strategies space, simply means the set of strategies chosen
by all agents except ai. We define the utility ui of the agent ai is the sum of the
valuation vi and the payment pi, ui = vi + pi.

In order to motivate each agent to become honest, or at least does not have any
incentive to cheat, in economics, the strategyproof mechanism is introduced to
solve the problem. We give the definition of strategyproof mechanism as follow.

Definition 2 (A Strategyproof Mechanism). A mechanism is strategyproof
if for every agent ai:

1. the strategy space Si is to declare their types, Si = Ti;
2. declaring the true type is a dominant strategy, s∗i = ti.

The Vickrey-Clarke-Groves (VCG) mechanism has been proved to be strate-
gyproof, defined as follows.

Definition 3 (A VCG Mechanism). A Vickrey-Clarke-Groves (VCG) mech-
anism is the family of mechanisms M(s) = (o(s), p(s)) such that:

o∗(s) ∈ argmax

n∑
j=1

vj(sj , o(s)) (1)

pi(s) =
∑
j 
=i

vj(sj , o
∗(s)) − ∑

j 
=i

vj(sj , o
∗
−i(s−i)) =

∑
j 
=i

(vj − v−i
j ) (2)

In the definition, the VCG mechanism defined the output function Eq. (1) and
the payment strategy function Eq. (2). o∗(s) is the desired equilibria outcome,
which is obtained by maximizing the sum of all agents’ valuations. According to
the VCG payment function, we have

ui = vi + pi

= vi + (
∑
j 
=i

vj −
∑
j 
=i

v−i
j )

=
∑
j

vj −
∑
j 
=i

v−i
j

(3)

From Eq. (3), we can conclude that the payment pi of ai is independent with
the valuation vi of ai, since the payment pi is computed by the valuations of all
agents except agent ai. Therefore, in this situation, the agent ai has no incentive
to cheat, because it just obtains the same payment needed to pay no matter
what it does cheat or not.
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4 Notations and Network Model

Consider an Peer-to-Peer network modeled as a directed graph G(N, E), where N
is defined to represent the finite nonempty set of network nodes and E illuminates
the set of all edges e of graph G while E ⊆ N × N . Let n = |N | be the number
of agents in p2p network.

Let rij ≥ 0 represents the throughput of link ij. rpi is the total throughput
of all parent links of node i. Since there are multiple parent nodes to forward
data to the same child node in MALM, a key practical issue here is how to
divide one buffer into segments and receive different segments from different
parents. In order to do their endeavor to disseminate data to downstream nodes
and gain the most data transmission performance, each node should allocate
all of its outgoing bandwidth into its child nodes according to the amount of
the incoming width of child node. Since one goal of data transmission is data
from the different parent will finish the transmission on the same time, or the
difference in transmitting time is very small, we educe an algorithm of the link
throughput. For link (pj , ai):

rPj ,ai = Lin,ai
m∑

i=0
Lin,C{Pj,i}

× Lout,pj (4)

Additionally, since rPai
should be less than Lin,ai , when the answer of Eq. (4)

exceed the limited incoming throughput of ai, we need adapt the link throughput
of each parent through the equation as Eq. (5).

r′Pj ,ai
=

rPj ,ai × Lin,ai

rPai

(5)

5 Strategyproof Mechanism and Implementation

In this section, we shall apply the VCG mechanism to our network model. Firstly,
we have to quantify the notion of each node’s valuation and utility.

5.1 The Valuation Function

Consider the benefit bi of the agent to the function of each agent’s receiving one
fixed-length multicast data message, according to the discussion above, it is rea-
sonable that the benefit bi of the agent ai is the function of rPi , i.e. bi = bi(rPi).
Similarly, we consider the total cost Tci of agent ai is

∑
j∈{Chi}

(Percentji × ci),

where Percentji is defined to represent the percent of the link throughput rai,Chj

in the total throughput rPChj
of agent Chj . In our paper, we consider the valu-

ation vi of each agent is in the form of benefit minus cost. Therefore

vi = bi − Tci = bi(rPi ) − Tci = bi(
∑

j∈{Pai}
rPj ,ai) −

∑
j∈{Chi}

(Percentji × ci) (6)
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5.2 The Payment Function Design

The key point in strategyproof mechanism design is the payment strategy. Con-
sidering the computing feasibility, our algorithm is distributed. Therefore, for
obtaining the utility of one agent, we need to compute its payment first.

First, we expand the payment function according to our network model.
We divide the set of the network agents into four disjoint subsets, which are the
set of ai’s parents, the set of ai’s descendants which can find another second-best
parents set, the set of ai’s descendants which can not find another second-best
parents set, the set of other agents.

The cost of each agent’s forwarding one unit message can be regarded as
identical. We take the unit forwarding cost as c for each agent. Since all parents
of the agent ai supply one unit data to ai together, and no parent relay redundant
data, the sum of the percent of the data relayed by each parent being in the unit
data becomes one, i.e.

∑
j∈{Pi}

Percentij = 1. According to the analysis, the VCG

payment function can be expanded as follows:

pi =
∑

j∈{Pi}
(vj − v−i

j ) +
∑

j∈{GCi∩∃P −i
j }

(vj − v−i
j ) +

∑
j∈{GCi∩∃P −i

j }
(vj − v−i

j )

+
∑

j∈Allagents (Gi∪Pi)

(vj − v−i
j )

=
∑

j∈{Pi}
(−Percentij × cj) +

∑
j∈{GCi∩∃P −i

j }
(bj − b−i

j )

+
∑

j∈{GCi∩∃P −i
j }

(bj − c × ∑
k∈{Chi}

Percentki ) +
∑

j∈All\(Gi∪Pi)

(bj − b−i
j )

= −(
∑

j∈{GCi∩∃P −i
j }

∑
k∈{Chi}

Percentki + 1) × c +
∑

j∈All\{Pi}
bj(

∑
j∈{Pai}

rji)

− ∑
j∈All\{Pi∪(GCi∩∃P −i

j )}
b−i
j (

∑
j∈{Pai}

rji)

= Tc + Tb + Tb−i

(7)

5.3 The System Outcome Function Design

Consider the sum of the system valuation as the system outcome, we should
maximize the sum. So each agent should select the subset which can maximize
the function

∑
j

vj − ∑
j 
=i

v−i
j , i.e. each agent will maximize the sum of system

valuation after it joins the multicast. Therefore we consider that the equilibrium
s∗ of the strategyproof MALM, should satisfies

s∗ ∈ max(
∑

j

vj(si) −
∑
j 
=i

v−i
j (si)) (8)

For assuring that the system valuation will not be negative, we have a partic-
ipating constraint. If max(

∑
j

vj(si) −
∑
j 
=i

v−i
j (si)) < 0, the agent ai should not

join the game.
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According to Eq. (3), max(ui) = max(
∑
j

vj−
∑
j 
=i

v−i
j ). Additionally, according

to the participating constraint, we can conclude that maximizing the system
outcome is the same as maximizing the u+

i , i.e. max(u+
i ).

5.4 Distributed Algorithm Design

Since computing each link’s throughput is a common algorithm, which is used
in the algorithm of computing payment, we independently give the algorithm as
follow.

Calculate Each Link Throughput

program calculateThroughput (limitOut_i, limitInSet_Ch_i)
var totalLimitIn: sum(limitInSet_Ch_i)
for each limitIn in limitInSet_Ch_i
linkT(i,j): limitOut_i * (limitIn / totalLimitIn)

end for

The first term Tc in Eq. (7) can be calculated easily according to the de-
scendant private information. The agent should be consider that it does not
find the second best parents set, when its incoming link throughput is zero, i.e.∑
j∈{Pai}

r−ai

ji = 0. So the algorithm of calculating Tc is shown as follow.

Calculate Total Cost

program calculateTc()
msgIn: recvMsg()
payment: msgIn.payment
for each Ch in GC_i
linkT_noI: msgIn.linkT_noI
if linkT_noI == 0 && Ch not calculated
sum: sum + msgIn.sumOfPer

end if
end for
Tc: -(sum + 1) * c

Calculating the term Tbj and Tb−ai

j is similar, so we’ll obtain these two value
through a single algorithm. Essentially, we need to obtain the descendant’s rj

and r−ai

j of the agent ai and the descendant of the agent ai’s parents set except
ai. This can be achieved by one message with its each parent. When we start
to calculate the descendants of each parent, we may find that some descendants
may be calculated twice or more, since one agent can be the child of several
parents. So the algorithm need avoid this situation through marking if one agent
is computed.
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Calculate Total Benefit With ai and Without ai

program calculateTb()
for each c in Ch
TbWithI: TbWithI + benefit(TbWithI(c))
if totalRWithoutI(c) != 0
TbWithoutI: TbWithoutI + benefit(totalRWithoutI(c))

end if
end for
for each p in Parent
limitOut: p.limitOut
calculateThroughput(p, Ch(p))
for each j in Descendent{p.Children except a_i}
if a_i in p.Children

TbWithI: TbWithI+benefitOfIUpdate(totalRWithI(j))
TbWithoutI: TbWithoutI+benefitOfIUpdate(totalRWithoutI(j))

else if a_i not in p.Children
TbWithI: TbWithI+benefitOfIJoin(totalRWithI(j))
TbWithoutI: TbWithoutI+benefitOfIJoin(totalRWithoutI(j))

end if
end for

end for

Additionally, when one node wants to calculate its utility, it may be an ex-
isting child or potential child of the agent in the new parent set. For an ex-
isting child, the term Tbj should be calculated by adding the answer of the
function benefitOfIUpdate() together and for an potential child, Tbj should
be calculated by adding the answer of the function benefitOfIJoin() together.
benefitOfIJoin() means the benefits of the descendants of Pi after ai becoming
the child of the agent pi. The algorithm is shown as follow.

6 Implements and Experimental Evaluation

In our simulation of single-source MALM session, all topologies are generated by
GT-ITM [19]. The agent number n is chosen from 100, 200, 500, to 1000; and the
network density d is assigned 20%, 60%, 80% and 100%, respectively. The number
of each agent’s parents is changed from 1, 2, 4, to 10. The throughput limit of each
agent is randomly generated in uniform distribution. The incoming throughput
limit is in 10-50Kbps and the outgoing throughput limit is in 30-100Kbps. In
our experiment, we define the benefit and cost function to be b(rPi) = 5 × rPi

and Tci = 10 × (
P∑

j∈Chi

Percentji ).

Fig. (1) and Fig. (2) evaluate the correctness of our distributed algorithms
and protocol implementations. We track the system total valuation over time,
when each agent separately has 1, 2, 4 and 10 parents in the system of n = 500,
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Fig. 1. The changes of system outcome and total throughput

0 10 20 30 40 50 60 70 80 90 100
7500 

10000

12500

15000

17500

20000

22500

25000

The Percent of Cheating Agent(%)

T
ot

al
 L

in
k 

T
hr

ou
gh

pu
t(

K
bp

s)

n=500, d=80%, Cd=10%

 

 
Pn=1
Pn=2
Pn=4
Pn=10

0 10 20 30 40 50 60 70 80 90 100
6

7

8

9

10

12

13

14

The Percent of Cheating Agents(%)

S
ys

te
m

 O
ut

co
m

e(
× 

10
4 )

n=500, d=80%, p
n
=4

 

 

No cheating
Cd=10%
Cd=20%
Cd=50%

Fig. 2. The changes of system outcome and total throughput

d = 80%, Cd = 0% (When the parent number of each agent is 1, the multicast
system actually become TALM).

The graphes in the Fig. (1) and (2) show that when in the environment with
deferent parent node number, cheating degree, how the system outcome and the
total link throughput change. We can observe that all of the maximum values
are in the position which the cheating agent percentage is 0%, i.e. no cheating.

We compare our scheme with a random scheme, and compare the situation
of no cheating with cheating, separately showing in Fig. (3) and Fig. (4). Ob-
viously, we can observe that in Fig. (3), system outcome of VCG scheme is
4.5× 104, total throughput is 10802Kbps, system outcome of random scheme is
2.6 × 104, total throughput is 6752.1Kbps. System outcome is a 73% improve-
ment and total throughput is a 60% improvement. In Fig. (4), when there exists
cheating behavior, system outcome, is 4.5 × 104 if cheating and 2.1 × 104 if no
cheating-approximately a 53% loss, total throughput is 10802Kbps if cheating
and 6004.7Kbps if no cheating- approximately a 44% loss.
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7 Summary and Future Work

The three contributions are mainly finished by this paper. Firstly, for solving the
problem of agent cheating behavior in MALM session, we apply the principle of
algorithm mechanism design to the MALM network model. Secondly, we design
a practical algorithm to realize our principle. Each agent in our algorithm will
have no incentive to cheat, so that the real maximum outcome will be achieved.
Thirdly, we conduct extensive simulation and analysis to study the correctness of
our algorithm, the improvement in the system outcome and total throughput of
our algorithm comparing to the random scheme, the effect of cheating behavior.

However, in our work we don’t consider the situation of collusion when agents
cheat. Therefore, to avoid group cheating and design a group-strategyproof algo-
rithm are our future works. In addition, our future work expect that the parent
number of each agent will be varied according to the demand of optimizing the
system outcome.
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Utility-Based Summarization of Home Videos

Ba Tu Truong and Svetha Venkatesh
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Perth, Western Australia

Abstract. The aim of this work is to devise an effective method for
static summarization of home video sequences. Based on the premise
that the user watching a summary is interested in people related (how
many, who, emotional state) or activity related aspects, we formulate a
novel approach to video summarization that works to specifically expose
relevant video frames that make the content spotting tasks possible. Un-
like existing approaches, which work on low-level features which often
produce the summary not appealing to the viewer due to the seman-
tic gap between low-level features and high-level concepts, our approach
is driven by various utility functions (identity count, identity recogni-
tion, emotion recognition, activity recognition, sense of space) that use
the results of face detection, face clustering, shot clustering and within-
cluster frame alignment. The summarization problem is then treated as
the problem of extracting the set of keyframes that have the maximum
combined utility.

1 Introduction

A video sequence normally contains a large number of frames. In order to ensure
that humans do not perceive any discontinuity in the video stream, a frame rate
of at least 25fps is required, that is, 7500 images for one hour of video content.
This sheer volume of video data is a barrier to many practical applications and
therefore there is a strong demand for a mechanism that allows the user to gain
certain perspectives of a video document without watching/addressing the video
in its entirety. This mechanism is termed video abstracting.

There are two types of video abstracts: (a) keyframe or static summarization
and (b)video skim or moving-image abstract. The focus of our work is static
summarization. Many different techniques are proposed in the literature for ex-
tracting keyframes, ranging from simple ones such as the uniform sampling of
the video sequence or using the first frame of every shot as the keyframe, to more
complex methods requiring mathematical modelling [1,2,3]. We refer the reader
to the comprehensive survey of the field in [4] for a review of previous work. The
review also describes fundamental aspects of current approaches in keyframe
extraction as depicted in Figure 1. These aspects are: the size of the keyframe
set, the base unit, the representation scope, the underlying computational mech-
anisms. The way these aspects are addressed differentiates one summarization
technique from another.

T.-J. Cham et al. (Eds.): MMM 2007, LNCS 4351, Part I, pp. 505–516, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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Fig. 1. Features of keyframe extraction methods

The main problem with existing static summarization approaches is that they
work at the pixel and color levels. They aim mainly at producing a set of
keyframes that best represent the visual space of the video sequence. While
this is acceptable for shot-level summaries, it fails to address the user’s needs
in the content-browsing task, especially when the video contains multiple shots.
This is because the user looks at the summary from the semantic-content per-
spective, not the visual perspective, and therefore the summary optimal in visual
aspects is not necessarily the one that the user wants. In addition, low-level vi-
sual models such as the color histogram do not necessarily reflect the visual space
as perceived by humans. For most kinds of videos, especially home videos, the
main interest of the user is to gain a knowledge of characters in the video and
their activities.

The purpose of this work is to devise a new framework for extracting the opti-
mal summary for a video sequence from a user viewpoint. To this end, we define
a set of five perspectives important to the user in viewing a summary: How
many people (identity count), who they are (identity recognition), their emo-
tional state (emotion recognition), what they are doing (activity recognition),
and the sense of space where the video is captured (sense of space). Automatic
detection of these semantics is extremely difficult. Instead, we acknowledge that
the summary is to be viewed by the user who can detect these semantics ef-
fectively, if presented with the right data. Therefore, a video summary should
focus on visually “exposing features” of these semantics. We argue that the best
summary is essentially the one that best aids the user in these content-spotting
tasks. Our idea is best explained with some examples. For the user to know
about characters in the video, frames with faces detected should be used, and
one face for one person is generally enough. If the emotional state of the charac-
ter is to be identified, bigger faces should be used. In addition, shots from various
angles should improve the ability of the viewer to understand the activity un-
folding in the video. From these observations, we formulate utility functions for
the above five perspectives. These functions use the results of face detection,
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face clustering, shot clustering and within-cluster frame alignment. The video
summarization problem is then formulated as the problem of extracting the set
of keyframes that have the maximum combined utility.

With respect to Figure 1, our technique addresses both cases where the size
of keyframe set is specified as the constraint (a priori) or as the outcome (pos-
teriori) at the same time. Our technique is clip-based as we aim to produce a
concise summary of the entire video sequence, not individual shots. Each selected
keyframe has a global representation scope, accounting for the entire video se-
quence rather than representing a local segment enclosing the keyframe. Our
technique is completely novel, differing significantly from those listed in Fig-
ure 1. The closest resemblance would be the Maximum Coverage approaches,
as they also address the optimality as a set, and each keyframe has a global
representation scope. However, they are limited to low-level visual features.

2 Pre-processing

Prior to applying the summarization algorithm, the following processing is car-
ried on video sequences:

Shot segmentation. Shot boundaries are detected by a simple method of ap-
plying an adaptive-threshold on the discontinuity curve [5]. For home video se-
quences in our data set, this simple method is highly reliable, giving only a
couple of false detection and missed boundaries.

Shot-based keyframe extraction. We use a simple, efficient method for extract-
ing representative frames of a shot described in [4]. In this method, the first
frame is always a keyframe, and the current frame is selected as keyframe, if its
visual appearance significantly differs from that of the last keyframe. We also
force the last frame of the shot as the keyframe. While this set of shot-based
keyframes can be considered a summary of the video sequence, it is very low
level and contains too many frames. Our aim is to extract a small-sized subset
of these keyframes at a higher-level of abstraction.

Session/scene boundaries identification. A scene or a session in home videos is
delimited by temporal and/or spatial discontinuities. It is defined as a collection
of consecutive shots, captured at the same place and at the same time. Here, we
assume session boundaries are available, as they can be marked by the user when
filming using the built-in feature of the camera or by power on/off operations.
Alternatively, given the time information associated with each shot, we can easily
define an effective classifier to automatically locate session boundaries. Since they
can be considred as self-contained story/semantic units, especially so for home
videos, we identify session/scene as the appropriate level where summaries can
be generated independently of each other. Then, for the rest of paper, a video
sequence means a scene/session.

Face Detection. Faces are detected by the CMU Neural Network based tech-
nique [6]. Unlike many systems, which are limited to detecting upright, frontal
faces, this system detects faces at any degree of rotation in the image plane.
This is desirable in our work, since unlike news videos and features in the home
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video context, many shots are captured without upright framing and/or contain
non-upright faces. Each face returned by the face detector is represented by four
variables (x, y, s, σ), which denote the center (i.e. the nose), size and angle of the
face to the y-axis. In addition, the CMU face detector returns relatively consis-
tent bounding boxes for detected faces, essential for the accurate modelling of
face-based utilities.

Shot Clustering. In our recent work [7], robust shot clusters can be extracted
via the use of SIFT features. Each cluster generally corresponds to one view
of the action, possibly with different shot distances or camera focal lengths,
and they often lie in the same side of a 180-degree axis. From summarization
perspective, shots from different clusters should be used since they represent
different viewpoints of the event unfolding.

Face Clustering. Using the same technique as shot clustering, in [7] a set of face
clusters associated with different individuals can also be extracted robustly. For
summarization purpose, we assume that one individual in the video is associated
with one and only one cluster.

3 Formulation and Algorithm

In this section, we describe our formulation of the video summarization as a
optimization problem and outline some measures for utility functions based on
the result of face clustering, shot clustering and frame alignment.

3.1 Problem Formulation

There are two different options for determining the number of keyframes in an
automatic keyframe extraction process, and they strongly shape the underlying
formulation of the optimal keyframe set. The size of the keyframe set can be
fixed as a known priori, left as an unknown posteriori.

A Priori. The number of keyframes is decided beforehand and given as a con-
straint to the extraction algorithm. It can be assigned as a specific number or
a ratio over the length of the video that may vary according to the user knowl-
edge of the video content. Also called ‘rate constraint keyframe extraction’, this
approach is suitable and often required in mobile device systems where available
resources are limited. For these systems, the number of keyframes are distributed
differently, depending on the transmission bandwidth, storage capacity or dis-
play size of the receiving terminal. A special yet common case is when one
keyframe is selected per shot, which is often the first frame, the middle frame
or the frame closest to the average content of the shot (also see Section 2.2).
The controllability in this manner has a disadvantage in that it does not ensure
all important segments in a video contain at least one keyframe. The keyframe
extraction problem with a priori size, N, can be formulated as the optimization
problem of finding the frame set R = {fr1 , fr2 , ..., frK} that is least different
from the video sequence with respect to a certain summarization perspective:

R = arg min
R

{D(R,V, ρ) | 1 ≤ ri ≤ N}, (1)



Utility-Based Summarization of Home Videos 509

where N is the number of frames in video V, ρ is the summarization perspective
that the user is interested in, and D is a dissimilarity measure. V denotes the
video sequence. This model is intuitive. For example, if the primary interest of the
user is knowing who is appearing in the video sequence then the best summary
needs to contain shots of different people in the video and the difference D(.) is
equal to Zero with respect to the user interest.

In the utility-based approach, the difference between the original video se-
quence and the summary set can be presented as the ratio of utility values. That
is:

D(R,V, ρ) = 1 − U(R, ρ)
U(V, ρ)

,

where U(R, ρ) denotes the utility of the keyframe set R with respect to the
perspective ρ.

The utility function U(R, ρ) needs to satisfy the following characteristics.

– Lies within the (0,1) range.
– U(R ∪ {f∗}, ρ) ≥ U(R, ρ), ∀f∗ ∈ V. This means that the utility never de-

creases when more frames are added to the summary set, which is intuitively
desirable. This leads to the property that the set of all candidate frames will
have the maximum utility, and that D(R,V, ρ) always lie within the (0,1)
range.

Since U(V, ρ) is constant with respect to variable R, Equation 1 can be re-
formulated as:

R = arg max
R

U(R, ρ). (2)

Most current keyframe extraction techniques have ρ as ‘visual coverage’, which
aims to cover as much visual content with as few frames as possible. However,
as demonstrated in this work ρ can also be a combination of various semantic
concepts.

A Posteriori. In this approach, one does not know the number of extracted
keyframes till the process finishes. For the low-level visual-based approach, the
number of keyframes is often determined by the level of visual change itself. The
formulation of the keyframe extraction problem with no specified size requires
a dissimilarity tolerance ε, also called the fidelity level. First, the number of
keyframes is determined as:

K = min
ri

{K|min
R

{D(R,V, ρ)} < ε, 1 ≤ ri ≤ N}, (3)

which is transtated to:

K = min{K|max
R

{U(R, ρ)
U(V, ρ)

} > 1 − ε}. (4)

Once K is determined, the best summary is determined as in Equation 2. In other
words, the problem of extracting the best summary with a fidelity constraint is
equivalent to finding the set of keyframes satisfying following constraints:



510 B.T. Truong and S. Venkatesh

– the overall utility of the set is close enough to the total utility.
– the size of set is minimum.
– the overall utility of the set is maximum.

For example, if the primary interest of the viewer is to know who is in the video
and the fidelity value of 0.3 is set and the labelled video contains 10 people in
9 shots, with one shot containing two people then the optimal summary will
contain 6 keyframes of 6 shots which together shows 7 people.

Existing techniques often offer only one option for the size of the keyframe
set. However, if the algorithm produces the number of keyframes progressively
as demonstrated in our work (see Algorithm 1), two options can be addressed at
the same time: the algorithm can stop when the number of keyframes reaches a
priori value or when certain criteria are satisfied (i.e., a posteriori).

For static sequence-based summaries cannot capture the dynamic progression
and audio characteristics of the video sequence in all cases, it can be assumed
that, for computational efficiency, the set of all shot-based keyframes represent
the content of the video in its fullness and hence have the maximum possible util-
ity. Hence V = {fi1 , fi2 , ..., fiN}, where {fi1 , fi2 , ..., fiN} is the set of all keyframes
extracted in Section 2, and our aim is to extract a subset of these keyframes to
represent the content of the video sequence.

3.2 Utility Functions

The main problem is to find appropriate functions for modelling individual util-
ities corresponding to different aspects of the summarization perspective ρ.

Identity Count Uic. This utility indicates the ability of the summary in provid-
ing the user with an estimate of the number of dominant characters in the video.
Dominant characters are defined as those whose faces are detected more than
once. Given the detected face clusters, which we assume to be correct, this func-
tion should increase when the summary contains keyframes with faces appearing
in different face clusters. On the other hand, the utility should not increase if a
frame with a small face is added and the current summary already possesses a
frame from the same face cluster. The appropriate function is therefore:

Uic(R) = Uic(RF) =
1
LF

∑
i=1:LF

Uic(RF
i ) =

1
LF

∑
i=1:LF

max
Fj∈RF

i

Uic(Fj),

where LF is the total number of face clusters formed on all candidate keyframes
in the video sequence. RF is the set of faces detected in R and RF

i is the subset
of RF which belong to the i-th face cluster formed on all faces detected in V.

Let us consider how to formulate Uic(Fj). The simplest way is to set Uic(Fj)=1.
However, we observe that if the face is too small, it is often a false positive and
the viewer cannot spot it easily anyway. Therefore, we use a logistic (sigmoid)
function instead, which is of the form:

Uic(Fj) =
1

1 + exp(−a(x − b))
, (5)
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where x is the size of face Fj , parameter a controls how fast Uic(.) accelerates, and
b corresponds to the size of the face where the utility is 1/2. These parameters
need to be empirically defined. The sigmoid function lies within the (0,1) range.

Identity Recognition Uir. We model the identity recognition utility similar to
the Identity Count.

Uir(R) = Uir(RF) =
1
L′

F

∑
i=1:LF

Uir(RF
i ) =

1
L′

F

∑
i=1:LF

max
Fj∈RF

i

Uir(Fj),

where L′
F is the number of face clusters that have at least one face from keyframes

in R. Normalizing by L′
F instead of LF means that this utility is only influenced

by faces available in the summary set.
In addition, the face attributes (size, location within frame) should influence

the ability of viewers to identify different people. Generally, it is easier to spot
a person when the face is large and in the centre of the frame. In the current
implementation, we ignore the position of face within the frame. We also use the
sigmoid function with a higher b value to model the utility function Uir(Fj).

Emotion/Expression Recognition Uer. This captures the ability to provide a
general perception of the inner emotion of characters appearing in the footage.
The only source for emotion perception in static keyframes is facial expression.
Currently, we model it the same way as Identity Recognition. The only difference
lies in the modelling of individual utilities from the face information. Generally,
we require a face of a reasonably large size to be able to recognize the per-
son emotion, and as the face size increases, the ability to uncover what is in a
character mind (especially from the eye) increases.

Uer(R) = Uer(RF) =
1
L′

F

∑
i=1:LF

Uer(RF
i ) =

1
L′

F

∑
i=1:LF

max
Fj∈RF

i

Uer(Fj)

Fig. 2. Keyframes organized in decreasing order of Uic, Uir and Uer

Fig. 2 shows some examples of potential summary frames in the decreasing
order of utility value. The second row contains faces from one single face cluster,
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i.e, one character. It maps well to the decreasing supports for the viewer to
identify the characters as well as their emotional states. With respect to these
three utilities alone, the first two frames of each row should be included in the
summary set.

Sense of 3D Space Uss. The user is often interested in knowing the place where
the video is captured. Obviously, using non-overlapping shots filmed from various
angles (i.e., from different shot clusters) improves the space perception. We use
a model similar to previous utilities with face clusters being replaced by shot
clusters.

Uss(R) =
1
LS

∑
i=1:LS

Uss(RS
i ) =

1
LS

∑
i=1:LS

max
fj∈RS

i

Uss(fj ,Vi),

where LS is the number of shot clusters detected for the entire set of frames in
V and Vi represents all frames in the i-th shot cluster. RS

i denotes the subset of
R that is also in Vi. The utility function Uss(fj,Vi) means that the Uss utility
for a frame fj will be computed from the information about all frames and faces
contained in its shot cluster, and its value is independent of information outside
the cluster.

The important question now is how to compute the utility function Uss(fj ,Vi),
which indicate how much space is contained in the keyframe. The information
about faces and frames in i-th shot cluster is used to estimate the shot size
(close-up, medium, etc). First, all frames in Vi are aligned according to the SIFT
feature matches (from the shot clustering algorithm) and the scaling parameters
indicate the shot size respectively to the median frame. If faces are detected
in Vi, they are used to estimate the shot-size of the median frame. Otherwise,
the median frame is assumed to be of medium shot. Finally, another sigmoid
function defined over the shot size is used to estimate the utility.

Activity Recognition Uss. The summary should provide the viewer with suit-
able video frames so that he can spot the activity unfolding in the video. Gener-
ally, long distance shots provide more information, since they express the rela-
tionship between objects/characters in the scene. Since one shot may not provide
enough information for activity recognition and the ability to recognize activity
tends to increase if we increase the number of views, we do not normalize the
individual utility by the number of shot clusters.

Uar(R) = min{1,
∑

i=1:LS

Uar(RS
i )} = min{1,

∑
i=1:LS

max
fj∈RS

i

Uar(fj ,Vi)}

The min function ensures that the utility will not exceed 1. Currently, Uar(.) is
modelled in the same way as Uss.

Fig. 3, in contrast to Fig. 2, shows potential summary frames in the decreasing
order of Uss and Uar. Each row is associated with one shot cluster. This ordering
corresponds well to the decreasing support for viewers to identify the place,
its relationship to the character and potentially the activity. With respect to
these two utilities alone, the first two frames should always be selected for the
summary.
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Fig. 3. Keyframes organized in decreasing order of Uss and Uar

3.3 Combining Different Utilities

The next problem is to combine individual utilities that reflect different sum-
marization perspectives into one single utility value. Here the user can spec-
ify different weighting values wρ indicating which perspective should gain the
preference over the other. The most common model is the linear combination.
That is:

U(R, ρ) =
1
W

(wicUic(R) + wirUir(R) + werUer(R) + wssUss(R) + warUar(R)),

where W = wic + wir + wer + wss + war.
Alternatively, we can treat the Identity Count utility Uic as the weight for

other face-based utilities, and the model becomes:

U(R, ρ) =
1
W

(Uic(R)(wirUir(R) + werUer(R)) + wssUss(R) + warUar(R)),

where W = wir + wer + wss + war.
This overall utility function satisfy constraints set out in Section 3.1.

3.4 Search Algorithm

From a set of N candidate frames, to find the summary of size K with the max-
imum utility, we need to examine

(K
N

)
sets of candidate frames. This is only

computational feasible while K and N are both small. If both are large, an ap-
proximate method needs to be used. In our current implementation a simple
greedy search is employed, as shown in Algorithm 1.

At each iteration, this algorithm basically adds a new frame to the summary
set, which maximizes the overall utility of the new set. It stops when the size of
the summary or the fidelity level is reached.
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Algorithm 1. GreedySearch
1. Initialize V = {fi1 , fi2 , ..., fiN}, k = 0 and R = ∅.
2. Compute total utility U∗ = U(V, ρ).
3. Let fi = argmax{U(R∪ {fi}, ρ), fi ∈ V −R}.
4. Set R = R∪ {fi} and k = k + 1.
5. If k < K and U(R,ρ)

U∗ ≤ 1 − ε goto Step 2.

3.5 Filtering of Face and Shot Clusters

The examination of face and shot clusters produced by the algorithm in [7]
reveals that clusters with single items are better ignored from the summary
set, since it either contains false positives in face detection or erratic camera
movements. It sometimes contains random shots, which are generally redundant
for the summarization purpose.

Fig. 4. Summary Examples with Different Parameter Sets: Office Sequence
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4 Experimental Results

Figure 4 shows some preliminary results of applying our technique on video
sequence captured at a work place using different parameters sets. There are
three people and three dominant “locations” in the video. The size of summary is
fixed as 3. In (a), the summary is generated by randomly sampling the candidate
keyframe set, which are clearly not as good as other summaries. The summary
in (b) focuses on characters (we set wic = wir = wer = 1, and wss = war = 0), and
it displays all 3 characters in the video but only 1 dominant location is captured.
The activity and sense of space is best presented in (d), where all character-based
weights are set to 0 and therefore not all characters are included in the summary.
In (c), all weights are set to 1, which is neutral in representing characters, sense
of space and activity. Figure 4(e) shows that we need at least 4 keyframes to be
within 70% of maximum utility (i.e., ε = 0.3). These four keyframes include all
characters and views of the scene.

Figure 5 shows the summaries generated for a video sequence captured at
home with different parameter sets. The fixed-size summary is set as 4 while

Fig. 5. Summary Examples with Different Parameter Sets: Family Sequence
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the fidelity value is specified as 0.2. There are three characters in the sequence;
however there are four face clusters in the clustering results. It shows similar
patterns to the previous example. The repetition of a character in second sum-
mary is due to the errors in clustering results. Figure 5e shows that in order to
be with 80% of total utility, 7 keyframes are required.

5 Conclusions

We have described a new framework for video summarization. Preliminary re-
sults have demonstrated the correctness of this technique. However, further im-
provements are still required to fully realize its merits. We plan to carry out
extensive user studies using a large collection of home videos to effectively eval-
uate the quality of generated summaries. In addition, utility functions can be
extended and improved by incorporating more variables such as the shot du-
ration (shots with longer duration should be given priority over shorter shots),
shot dominance (shots in larger clusters should have priority over shots in smaller
clusters).
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Abstract. In this paper we compare a number of classifier fusion approaches
within a complete and efficient framework for video shot indexing and retrieval1.
The aim of the fusion stage of our sytem is to detect the semantic content of video
shots based on classifiers output obtained from low level features. An overview
of current research in classifier fusion is provided along with a comparative study
of four combination methods. A novel training technique called Weighted Ten
Folding based on Ten Folding principle is proposed for combining classifier. The
experimental results conducted in the framework of the TrecVid’05 features ex-
traction task report the efficiency of different combination methods and show the
improvement provided by our proposed scheme.

1 Introduction

Multimedia digital documents are readily available, either through the Internet, private
archives or digital video broadcast. Tools are required to efficiently index this huge
amount of information and to allow effective retrieval operations. Unfortunately, most
existing systems rely on the automatic description of the visual content through color,
texture and shape features whereas users are more interested in the semantic multime-
dia content. In practice an important gap remains between the visual descriptors and the
semantic content. New tools for automatic semantic video content indexing are highly
awaited and an important effort is now conducted by the research community to auto-
matically bridge the existing gap [1,2].

The retrieval of complex semantic concepts requires the analysis of many features
per modalities. The task consisting of combining all these different parameters is far
from trivial. The fusion mechanism can take place at different levels of the classification
process. Generally, it is either applied on signatures (feature fusion) or on classifier
outputs (classifier fusion). Unfortunately, complex signatures obtained from fusion of
features are difficult to analyze and it results in classifiers that are not well trained
despite of the recent advances in machine learning. Therefore, the fusion of classifier
outputs remains an important step of the classification task.

1 This work is funded by France Télécom R&D under CRE 46134752.

T.-J. Cham et al. (Eds.): MMM 2007, LNCS 4351, Part I, pp. 517–526, 2007.
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This paper starts with an overview of our semantic video content indexing and re-
trieval system. It is followed by a brief description of state of the art combination meth-
ods and classifiers, including Gaussian Mixture Model, Neural Network and Decision
Template. In an effort to evaluate their classification and fusion ability, the previously
mentioned approaches have been implemented within our system along with a number
of training schemes. Among the training scheme evaluated here, we propose an alter-
native to the Ten Folding approach; the Weighted Ten Folding. This study reports the
efficiency of different combination methods and shows the improvement provided by
our proposed scheme on the TrecVid’05 dataset. Finally, we conclude with a summary
of the most important results provided by this study.

2 System Architecture

This section describes the workflow of the semantic feature extraction process that aims
to detect the presence of semantic classes in video shots, such as building, car, U.S. flag,
water, map, etc . . .

First, key-frames of video shots, provided by TrecVid’05, are segmented into homo-
geneous regions thanks to the algorithm described in [3]. Secondly, color and texture are
extracted for each region obtained from the segmentation. Thirdly, the obtained vectors
over the complete database are clustered to find the N most representative elements. The
clustering algorithm used in our experiments is the well-known k-means. Representa-
tive elements are then used as visual keywords to describe video shot content. To do so,
computed features on a single video shot are matched to their closest visual keyword
with respect to the Euclidean distance.

Then, the occurrence vector of the visual keywords in the shot is build and this vec-
tor is called the Image Vector Space Model (IVSM) signature of the shot. Image latent
semantic analysis (ILSA) is applied on these features to obtain an efficient and com-
pact representation of video shot content. Finally, support vector machines (SVM) are
used to obtain the first level classification which output will then be used by the fusion
mechanism [4]. The overall chain is presented in figure 1.

Shot
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(Region
Detection)

Features
Extraction
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processing :

ILSA

Color

Texture
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Classification

Car Map
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Combination)

Semantic Based
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Fig. 1. General framework of the application
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2.1 Visual Features Extraction

For the study presented in this paper we distinguish two types of visual modalities: HSV
Histogram and Gabor filters features.Two visual features are selected for this purpose:
Hue-Saturation-Value color histograms and energies of Gabor’s filters [5]. In order to
capture the local information in a way that reflects the human perception of the content,
visual features are extracted on regions of segmented key-frames [6]. For the sake of
computation complexity and storage requirements, region features are quantized and
key-frames are represented by a count vector of quantization vectors.

2.2 ILSA

In [7], Latent Semantic Analysis was efficiently adapted from text document indexing
to image content. The singular value decomposition of the occurrence matrix of visual
keywords in some training shots provides a new representation of video shot content
where latent relationships can be emphasized.

2.3 Classification

Classification consists in assigning classes to video shots given some description of its
content. The visual content is extremely rich in semantic classes, but limited data is
available to build classification models. Classification is therefore conducted on indi-
vidual features in order to have enough training data with respect to input vector sizes.
Allwein and al [8] showed that it was possible to transform a multi-classes classifica-
tion problem into several binary classification problems. They propose a one-against-
all method, which consists in building a system of binary classification by class. In our
work, this method is adopted using the SVM classification.

Support Vector Machines are one of the most popular machine learning techniques,
since they have shown very good generalization performance on many pattern classifi-
cation problems. They have the property to allow a non linear separation of classes with
very good generalization capacities. The main idea is similar to the concept of a neuron:
separate classes with a hyperplane. However, samples are indirectly mapped into a high
dimensional space thanks to a kernel function that respects the Mercer’s condition [9].
This leads the classification in a new space where samples are assumed to be linearly
separable. The selected kernel denoted K(.) is a radial basis function for which normal-
ization parameter σ is chosen depending on the performance obtained on a validation
set. The radial basis kernel is chosen for its good classification results comparing to
Polynomial and Sigmoidal kernels [4].

3 Classifier Fusion

Combining classifier is an active research field [10,11]. There are generally two types
of classifier combination: classifier selection and classifier fusion [10]. The classifier
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selection considers that each classifier is an expert in some local area of the feature
space. The final decision is taken only by one classifier, as in [12], or more than one
”local expert”, as in [13]. Classifier fusion [14] assumes that all classifiers are trained
over the whole feature space, and are considered as competitive as well as comple-
mentary. Duin and Tax [11] have distinguished the combination methods of different
classifiers and the combination methods of weak classifiers.

The objective of the following section is to present an overview of classifier fusion
methods and attempt to identify new trends that can be used in this area of research.

3.1 Non Trainable Combiners

Here, we detail the combiners that are ready to operate as soon as the classifiers are
trained, i.e., they do not require any further training. The only methods to be applied to
combine these results without learning are based on the principle of vote. They are com-
monly used in the context of handwritten text recognition [15]. All vote based methods
can be derived from the majority rule E with threshold expressed by:

E =
{

Ci if max (
∑K

i ei) ≥ αK
Rejection else

(1)

where Ci is the ith class, K is the number of classifiers to be combined and ei ∈ [0, 1]
is the classifier output.

For α = 1, the final class is assigned to the class label most represented among
the classifier outputs else the final decision is rejected, this method is called Majority
Voting. For α = 0.5, it means that the final class is decided if more half of the classifiers
proposed it, we are in Absolute Majority. For α = 0, it is a Simple Majority, where
the final decision is the class of the most proposed among K classifiers. In Weighted
Majority Voting, the answer of every classifiers is weighted by a coefficient indicating
their importance in the combination [16].

Soft label type classifiers combine measures which represent the confidence degree
on the membership. In that case, the decision rule is given by the Linear Methods
which consist in a linear combination of classifier outputs [17]:

E =
K∑

k=1

βkmk
i (2)

where βk is the coefficient which determines the attributed importance to kth classifier
in the combination and mk

i is the answer for the class i.

3.2 Trainable Combiners

Contrary to the vote methods, many methods use a learning step to combine results. The
training set can be used to adapt the combining classifiers to the classification problem.
Now, we present four of the most effective methods of combination.
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Neural Network (NN): Multilayer perceptron (MLP) networks trained by back prop-
agation are among the most popular and versatile forms of neural network classifiers.
In the work presented here, a multilayer perceptron networks with a single hidden layer
and sigmoid activation function [18] is employed. The number of neurons contained in
the hidden layer is calculated by heuristic.

Gaussian Mixture Models (GMM): The question with Gaussian Mixture Models is
how to estimate the model parameter M . For a mixture of N components and a D
dimensional random variable. In literature there exists two principal approaches for
estimating the parameters: Maximum Likelihood Estimation and Bayesian Estimation.
While there are strong theoretical and methodological arguments supporting Bayesian
estimation, in this study the maximum likelihood estimation is selected for practical
reasons. For each class, we trained a GMM with N components, using Expectation-
Maximization (EM) algorithm.The number of components N corresponds to the model
that best matches the training data. During the test, the class corresponding to the GMM
that best fit the test data (according to the maximum likelihood criterion) is selected.

Decision Template (DT): The concepts of decision templates as a trainable aggrega-
tion rule was introduced by [10]. Decision Template DTk for each class k ∈ Ω (where
Ω is the number of classes) can be calculated by the average of the local classifier
outputs Pn

m(x).

DTk(m, n) =

∑
x∈Tk

Pn
m(x)

Card(Tk)
(3)

where Tk is a validation set different from the classifier training set. Decision Template
is a matrix of size [S, K] with S classifiers and K classes. To make the information fu-
sion by arranging of K Decision Profiles (DP), it remains to determine which Decision
Template is the most similar to the profile of the individual classification. Finally, the
decision is taken by the maximum of the similarity difference.

Genetic Algorithm (GA): Genetic algorithms have been widely applied in many fields
involving optimization problems. It is built on the principles of evolution via natural se-
lection: an initial population (chromosomes encoding possible solutions) is created and
by iterative application of genetic operators (selection, crossover, mutation) an optimal
solution is reached, according to the defined fitness function [7].

3.3 Alternative Training Approaches

In the case of large sets of simple classifiers, the training is performed modified versions
of the original dataset. Three heavily studied training alternatives are Adaboost (also
known as boosting), Bagging (Bootstrapping), Random Subspaces and Ten Folding. In
addition to the known methods, we propose an alternative to Ten Folding, which we
call Weighted Ten Folding and is detailed at the end of this section.
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Adaboost: The intuitive idea behind Adaboost is to train a series of classifiers and to
iteratively focus on the hard training examples. The algorithm relies on continuously
changing the weights of its training examples so that those that are frequently misclas-
sified get higher and higher weights: this way, new classifiers that are added to the set
are more likely to classify those hard examples correctly. In the end, Adaboost predicts
one of the classes based on the sign of a linear combination of the weak classifiers
trained at each step. The algorithm generates the coefficients that need to be used in this
linear combination. The iteration number can be increased if we have time and with the
overfitting risk [19].

Bagging: Bagging builds upon bootstrapping and adds the idea of aggregating
concepts [20]. Bootstrapping is based on random sampling with replacement. Conse-
quently, a classifier constructed on such a training set may have a better performance.
Aggregating actually means combining classifiers. Often a combined classifier gives
better results than individual base classifiers in the set, combining the advantages of the
individual classifiers in the final classifier.

Ten Folding (TF): In front of the limitation (number of samples) of TrecVid’05 test
set, N-Fold Cross Validation can be used to solve this problem. The principle of Ten
Folding is to divide the data in N = 10 sets, where N − 1 sets are used for training
data and the remaining to test data. Then, the next single set is chosen for test data and
the remaining sets as training data, this selection process is repeated until all possible
combination have been computed as shown in figure 2. The final decision is given by
averaging the output of each model.
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Fig. 2. The standard Ten Folding and Weighted Ten Folding combination classifier

Weighted Ten Folding (WTF): With TrecVid’05 test set limitation in mind, the well-
known Bagging instability [20] (i.e. a small change in the training data produces a big
change in the behavior of classifier) and the overfitting risk for Adaboost (i.e. when the
iteration number is big [19]), we propose a new training method based on Ten Folding
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Fig. 3. Comparison of Genetic Algorithm, Decision Template method, GMM fusion method and
Neural Network fusion method

that we call Weighted Ten Folding. We use the Ten Folding principle to train and obtain
N models weighted by a coefficient indicating the importance in the combination. The
weight αi of each model is computed using the single set to obtain the training error
εi. In this way, we obtain models with weak weight if the training error εi is high and
models with high weight when εi is low.{

εi =
∑N

j=1(y(xj) − f(xj))2

αi = 1
2 log(1−εi

εi
)

(4)

The final decision combines measures which represent the confidence degree of each
model. The weighted average decision in WTF improves the precision of Ten Folding
by giving more importance for models with weak training error, contrary to the Ten
Folding who takes the output average of each model with the same weight.

4 Experiments

Experiments are conducted on the TrecVid’05 databases [2]. It represents a total of
over 85 hours of broadcast news videos from US, Chinese, and Arabic sources. About
60 hours are used to train the feature extraction system and the remaining for the eval-
uation purpose. The training set is divided into two subsets in order to train classifiers
and subsequently the fusion parameters. The evaluation is realized in the context of
TrecVid’05 and we use the common evaluation measure from the information retrieval
community: the Average Precision.

The feature extraction task consists in retrieving shots expressing one of the fol-
lowing semantic concepts: 1:Building, 2:Car, 3:Explosion or Fire, 4:US flag, 5:Map,
6:Mountain, 7:Prisoner, 8:Sports, 9:People walking/running, 10:Waterscape.

Figure 3 shows Mean Precision results for the trainable combiners. Of the four fusion
scheme compared in this work, the Genetic Algorithm performs worst. This is clearly
visible on the semantic concept (5, 10 and 11: Mean Average Precision), where the GA
approach suffered from overfitting. The Decision Template and the Gaussian Mixture
Model provide only marginally weaker performance than the Neural Network which
performed best.
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In the next experiment, Adaboost and Bagging principles are employed to increase
the performances of GMM and Neural Network methods, considering them as weak
classifier. As seen in figure 4, on average for all semantic concept the Weighted Ten
Folding approach outperforms in turn boosting, bagging and Ten Folding technique in
spite of the lack of datum. Significant improvement have been noticed for the following
semantic concepts (4, 5, 6, 8 and 11:Mean Average Precision). This can be explained
by the weight computation, which is computed on a validation set independently to
training set. This allows to have more representative weights in the test for the whole
classifier. So, we have best level-handedness of whole classifier contrary to boosting,
where the weights computation is made by the training set.

Figure 5 consists in group of plots that represent the evolution of precision and recall
values for 3 semantic concepts (Building, Car, Sports), using GMM and NN methods.
We observe that the NN-based system has higher precision values for the ”Car” and
”Sports” concepts. These concepts present a rich motion information compared with
”Building” which have no motion. Similar poor results are obtained using ”Map” and
”Mountain” concepts. Therefore, the choice and the selection of features is very im-
portant and must be made by taking into account the behavior semantic concepts. In
the same way, use audio features for ”Building, Map, US flag and Mountain” concepts
will give no positive improvement, but it will be more beneficial for ”Explosion” and
”Sports” concept for example. A careful selection of the features is therefore necessary
to improve our system such that it becomes more selective and less tolerant to changes.
This question of features selection will be the object of our future works.

The table 1 presents the TrecVid’05 results submissions for [21], [22], [23] and our
system. For this comparison task, we compute the Mean Average Precision (MAP) on
the first 1000 retrieved shots as a measure of retrieval effectiveness. Our system presents
very promising results, using SVMs classification and Weighted Ten Folding for NN
Fusion. Models are trained per raw features and per concept. Looking at those results in
some details, shows that the proposed system outperforms the top three systems for 6 of
the 10 semantic concepts featured in TrecVid’05. Overall, the mean average precision
is the best but only by a small (3%) improvement. We can explain this results by the
system scheme classification, when we built a system of binary classification by class
for each feature, it protects the correlation between the features. After, we fuse here
response using neural network.

Fig. 4. Comparison of performance using Adaboost, Bagging, Ten Folding and Weighted Ten
Folding for GMM and NN
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Fig. 5. Mean precision vs recall curves for three different objects (building, car, sports) using NN
and GMM methods

Table 1. Mean Average Precision scores for TrecVid’05

Concepts (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) MAP

System 39% 23.7% 2.8% 7.1% 15.1 % 18.4% 0% 31.2% 15.4 % 23.9% 17.66 %
A

System 45% 27.9% 10.7% 24.6% 37.4% 37.8 % 2% 44.6% 27.5% 41.1% 29.86%
B

System 47.6% 36.% 9.7% 18.7% 52.4% 45.4% 3% 40.1% 31.9% 47.6% 33.29%
C

Our 45.61% 48.49% 5.23% 38.49% 58.19% 50.43% 0% 38.08% 17.67% 58.89% 36.10%
System

5 Conclusion

In this paper, we have presented an automatic semantic video content indexing and
retrieval system where four different methods for combining classifiers are investigated
in details. The Neural network based fusion approach managed all the features most
effectively and appears therefore to be particularly well suited for the task of classifier
fusion. Our newly proposed training scheme for combining weak classifiers, Weighted
Ten Folding, achieved the best retrieval results. Adaboost and Bagging as they were
originally proposed did not show a significant improvement, despite their special base
model requirements for dynamic loss and prohibitive time complexity. It is due to the
TrecVid’05 test set limitation and overfitting risk as the number of iteration increases.
The later is solved by our proposed WTF which explains the performance improvement.
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Abstract. Interaction and integration of multi-modality media types such as 
visual, audio and textual data in video are the essence of video content analysis. 
Although any uni-modality type partially expresses limited semantics less or 
more, video semantics are fully manifested only by interaction and integration of 
any unimodal. A great deal of research has been focused on utilizing 
multi-modality features for better understanding of video semantics. In this 
paper, we propose a new approach to detect semantic concept in video using 
SimFusion and Locality Preserving Projections (LPP) from temporal-sequenced 
associated cooccuring multimodal media data in video. SimFusion is an 
effective algorithm to reinforce or propagate the similarity relations between 
multi-modalities. LPP is an optimal combination of linear and nonlinear 
dimensionality reduction method. Our experiments show that by employing the 
two key techniques, we can improve the performance of video semantic concept 
detection.  

Keywords: multi-modality semantic concept detection, SimFusion, LPP, 
temporal-sequenced associated cooccurrence. 

1   Introduction and Related Work 

Research in content-based multimedia retrieval is motivated by a growing amount of 
digital multimedia content in which video data has a big part. Video data comprises 
plentiful semantics, such as people, scene, object, event and story, etc. Much research 
effort has been made to negotiate the “semantic gap” between low-level features and 
high-level concepts. In general, three modalities exist in video, namely the image, 
audio, and text modalities. How to utilize multi-modality features of video data 
effectively to better understand the multimedia content remains a great challenge. 

A multimodal analysis method for semantic understanding of video includes a 
fusion step to combine the results of several single media analysis. The two main 
strategies of fusion are early fusion and late fusion[1]. And most existing methods for 
video concept detection are based on these two schemes. 

As described in [1], early fusion is a scheme that integrates unimodal features before 
learning concepts, whereas late fusion is a scheme that first reduces unimodal features 
to obtain separately learned concept scores, then these scores are integrated to learn 
concepts.  
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When taking early fusion scheme, unimodal features first extracted. After analysis 
of the various unimodal streams, the extracted features are combined into a single 
representation, where simply uses concatenation of unimodal feature vectors to obtain a 
fused multimedia representation. Early fusion yields a truly multimedia feature 
representation, but it is still a great difficulty to combine features into a common 
representation properly and effectively. 

In contrast to early fusion, approaches for late fusion learn semantic concepts 
directly from unimodal features, then combine learned unimodal scores into a 
multimodal representation. Though late fusion focuses on the individual strength of 
modalities, the expensiveness in terms of the learning effort of separate supervised 
learning stage for every modal and an additional learning stage for combination is a big 
disadvantage.  

However, the multimodal media types such as image, audio and text in video are in 
essence of temporal-sequenced associated occurrence. For instance, during a period of 
time, although the multi-modality data of continuous video frames, transcripts and 
audio signal may not occur at once, i.e. asynchronously, they convey the uniform 
semantics. That is, the multi-modality features extracted from video data present a 
temporal-sequenced associated cooccurence (TSAC) characteristic, which neither 
traditional early fusion nor late fusion strategy takes into account.  

Several major aspects claim attention when considering TSAC characteristic of 
video. First, how to propagate similarity correlations between distinct modalities. That 
is, for some semantics, suppose that a video object presents more similar in one 
modality, then we need find a way to “re-inforce” the similarities in other modalities 
based on the given “stronger” similarity. And it is worth notice that the relationships in 
uni-modality and between multi-modalities are complementary. And the intra-modality 
similarity can reinforce the inter-modality relationship. Thereby how to effectively 
propagate corresponding correlations between multi-modalitis is a noticable problem. 
Secondly, “the curse of dimensionality” has been a well-known problem caused by 
high dimensionality, which video features inevitably face especially when 
multi-modalities fuse together. So it is important to find a better dimensionality 
reduction method. Furthermore, statistical learning methods will be a powerful tool for 
constructing models.  

[2] presents a unified similarity-calculation algorithm SimFusion. This approach 
uses a Unified Relationship Matrix (URM) to represent a set of heterogeneous data 
objects and their interrelationships. By iteratively computing over the URM, SimFusion 
can effectively integrate relationships from heterogeneous sources when measuring the 
similarity of two data objects. A Unified Similarity Matrix (USM) is defined in this 
process to represent the similarity values of any data object pairs from same or different 
data spaces. Thus through SimFusion, we can achieve better results of multi-modality 
subspace correlation propagation. 

As we know, the curse of the dimensionality [6] refers to the fact that in the absence 
of simplifying assumptions, the sample size needed to estimate a function of several 
variables to a given degree of accuracy (i.e. to get a reasonably low-variance estimate) 
grows exponentially with the number of variables. 
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The problem of dimensionality reduction is introduced as a way to overcome the 
“curse of the dimensionality” when dealing with vector data in high-dimensional 
spaces and as a modeling tool for such data [7]. It is defined as the search for a 
low-dimensional manifold that embeds the high-dimensional data. 

Now several techniques for dimensionality reduction have been proposed, usually 
divide into two parts – linear and nonlinear methods. Linear methods reduce dimension 
through the use of linear combinations of variable, and nonlinear methods do so with 
nonlinear functions of variable. The linear combinations can be considered as linear 
projection, and guaranteed to discover the true structure of data lying on or near a linear 
subspace of the high-dimensional input space. Principle component analysis (PCA)[8] 
and projection pursuit[9] are typical methods of this type. Although linear methods are 
simple to implement, explainable, efficient computable and more extensible, many data 
sets contain essential nonlinear structure that are invisible to PCA and other linear 
ways, e.g. the classical “Swiss roll” data set, which intrinsically distribute in a 
nonlinear manifold. As the research for manifold learning, several traditional 
non-linear methods have been proposed, such as locally linear embedding (LLE)[10], 
Isomap[11], and Laplacian eigenmap[12]. All of these algorithms are able to discover 
the intrinsic nonlinear structure, but they are not able to extend to out-of-sample data 
directly. That is, they are defined only on the training dataset and it is difficult to 
evaluate the map for new sample. But then, locality preserving projections (LPP) is a 
combination of linear and nonlinear aspects.  

LPP builds a graph incorporating neighborhood information of the data set. Then 
using the notion of the Laplacian of the graph, a transformation matrix that maps the 
data points to a subspace is computed. This linear transformation optimally preserves 
local neighborhood information in a certain sense. The representation map generated 
by the algorithm may be viewed as a linear discrete approximation to a continuous map 
that naturally arises from the geometry of the manifold. In deed, LPP may be simply 
applied to any new data point to locate it in the reduced representation space.  

In this paper, we propose a new approach for semantic concept detection in video. 
Obviously, multi-modality fusion is adopted instead of uni-modality method. For text 
features, we use Latent Semantic Analysis (LSA) [3] to discover the intrinsic structure 
of document space. Considering the important temporal-sequenced associated 
cooccurence characteristic of video, we use SimFusion to propagate correlation from 
one modality to another, and for much more precise correlations between different 
modalities. Locality Preserving Projection (LPP) [4] is a noval linear dimensionality 
reduction algorithm that also shares many of the data representation properties of 
nonlinear techniques. That is to say, LPP may be simply applied to any new data point 
to map it in the manifold subapce rather than only defined on the training data set. So 
we adopt LPP to reduce the high dimension of fused multi-modalities. And at last 
Support Vector Machine (SVM) is used to detect video semantics. 

The organization of this paper is as follows: In Section 2, the proposed method for 
semantic concept detection in video is presented. Section 3 reports our experiments 
with TRECVID 2005 news video data. Finally, Section 4 summarizes the results with 
conclusions.  
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2   Video Semantic Detection Through Multi-modality Correlation 
Propagation  

In our approach, a single shot is taken as a basic unit of video semantic detection. We 
perceive of semantic concept detection in video as a pattern recognition problem. Given 
pattern x, part of shot i, the aim is to obtain a measure, which indicates whether 
semantic concept w is present in shot i.  

2.1   Low-Level Feature Extraction 

Low-level features are extracted for each shot. Low-level means the features directly 
extracted from the source – videos, which distinguish from the high-level semantic 
concept of video. And the motivation of this paper is to use the labeled training video to 
classify unkown video into different semantic classes. As video carries multi-modality 
information including visual, audio, and textual data, the low-level features also 
compose of three parts. 

Image features. A shot is the basic unit; therefore, one key frame within each shot is 
obtained as a representative image for that shot. Image features are then based on the 
features extracted from the representative image. There are three different types of 
image features: color histograms, textures and edges.  

Audio features. For each shot, we extract the according audio signal as a “audio clip”, 
and divide the audio clip into overlapped “short-time audio frame”. Then a frame 
feature vector is formed based on the audio features extracted from each audio frame. 
Because of the variable lengths of shots, we calculate the statistic (mean or variance) of 
audio frame feature vectors for each shot. 

Text features. The source text is the ASR transcript. The dimension of text features is 
much larger than the other modality features, and text contains abundance of semantic 
information, therefore we use Latent Semantic Analysis (LSA) to reduce the text 
dimension and discover the semantic structure. This pre-processing step also reduces 
the dimension of text features effectively first. 

2.2   Multi-modal Subspace Correlation Propagation 

As mentioned before, shot is the basic processing unit, so our final result we want is the 
semantic relationships among shots. However, a shot composes of image, audio and 
text the three multiple modalities; it is difficult to calculate the similarities among shots 
directly. Also, the temporal-sequenced associated cooccurence characteristic of video 
reminds of utilizing the multi-modality relationship propagation to gain much more 
precise and stable similarities among different shots. 

The similarity in same modality is easy to calculated, such as the Euclidean distance 
between image and image, but the correlation between different modalities is hard to 
obtain, i.e. the relationship of image and text. Thus SimFusion is an effective way to 
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combine relationships from multiple modalities and achieve multi-modal subspace 
correlation propagation. 

Suppose we have N shots in the training data set X in Rn. 
The Unified Relationship Matrix (URM) Lurm is defined as below:  
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Here Limage, Laudio, Ltext and Lshot are the intra-modality similarity matrix of image, audio 

and text spaces respectively. And Li-a, Li-t, Li-s represent the correlations between image 

and audio, image and text, image and shot, respectively. The same are the other 

submatrices. Each submatrix L is N×N. The set of parameters s are defined to adjust 

the relative importance of different inter- and intra-modality relationships, and 
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Limage and Laudio can be calculated based on Euclidean distance, while Ltext is from 
Cosine similarity.  

Also, the Unified Similarity Matrix (USM) is defined as follows: 
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where each element sa,b represents the similarity value between data objects a and b (in 
this case, between image, audio, text and shot) in the unified space. T is the total 
number of objects in the unified space, i.e. T = 4 * N. It is worth mentioning that the 
order of data objects presented in Susm and Lurm are similar. Having URM and USM 
defined, the similarity reinforcement assumption can be represented as : 

                   T
urm

original
usmurm

new
usm LSLS =  .                                              (3) 

Equation (3) is the basic similarity reinforcement calculation in the SimiFusion 
algorithm. And it can be continued in an iterative manner until the calculation 
converges or a satisfactory result is obtained, as shown in Equation (4): 
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In practice, the initial USM is often set to be an identity matrix.  
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The final iterative result Susm can be separated into 4*4 submatrices as Lurm. And the 
last submutrix WN×N  represents the similarity between shots, which is ultimately what 
we want in this step and will be one input of the next dimension reduction process. 

2.3   Dimension Reduction 

As mentioned in section 1, LPP is an efficient mean that combines linear and non-linear 
features of manifold learning.  

Given the training data set X = {x1,x2,… xN} in Rn as section 2.2, the calculation of 
LPP will find a transformation matrix A that maps these N points to a set of points 
y1,y2,…, yN in Rl (l<<n), such that yi “represents” xi, where yi = ATxi. 

The main procedure of LPP is formally stated below: 

1. Choose the weight of the adjacency graph that constructed with the training data 
set. Here we use WN×N  computed above from SimFusion. 

2. Compute the eigenvectores and eigenvalues for the generalized eigenvector 
problem: 

                       XLXTa = XDXTa .                                                         (5) 

where D is a diagonal matrix whose entries are column sums of W, Dii = jWji. L = D – W 

is the Laplacian matrix. The ith column of matrix X is xi.  

Let the column vectors a0,…, al-1 be the solutions of equation (5), ordered according 

to their eigenvalues, 0< ··· < l-1. Thus, the embedding is as follows: 

                xi  yi = ATxi, A = (a0,a1…, al-1) .                                           (6)  

where yi is a l-dimensional vector, and A is a n×l matrix. 

2.4   Model Training 

Among the large variety of supervised machine learning approaches available, the Support 
Vector Machine (SVM) framework [16] has proven to be a solid choice. The SVM is able 
to learn from few examples, handle unbalanced data, and handle unknown or erroneous 
detected data. An SVM tries to find an optimal separating hyperplane between two classes 
by maximizing the margin between those two different classes. Finding this optimal 
hyperplane is viewed as the solution of a quadratic programming problem.  

In our approach, we use SVM to construct the classification model. The input takes 
the features that are processed through above steps in stead of the original data. 

3   Experiments 

Our experiments are designed to evaluate the effectiveness of using the above way to 
detect semantic concepts in video. We use the TRECVID 2005 video track, which 
composes of 168 hours digital video (MPEG-1) from LBC(Arabic), CCTV4, 
NTDTV(Chinese), and CNN, NBC, MSNBC(English).  
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We chose the semantic concepts “explosion/fire”, “sports”, “Military”, 
“Government Leader” and “Airplane” to test our method. The ground-truth of the 
presence of each concept was assumed to be binary (either present or absent in a  
video shot).  

3.1   SimFusion vs. Late and Early Fusion 

First we compare the results of utilizing SimFusion, traditional Early and Late Fusion.  

Table 1. Average Precision (%) of Video Concept Detection using different fusion methods 

Concept SimFusion Early Fusion Late Fusion 
Explosion/Fire 60.8 46.7 53.4 
Sports 55.1 38.5 48.3 
Military 47.5 30.9 41.2 
Government Leader 39.3 27.4 34.7 
Airplane 23.6 15.2 19.8 

Table 1 shows that using SimFusion gets more accurate results than simply using 
early fusion and late fusion. Thus the correlation propagation between multi-modalitis 
by SimuFusion can impact the detection results, and make better performance. 

3.2   LPP vs. PCA and ISOMAP 

In this section, we compare the performance of different dimensionality reduction 
techniques PCA, ISOMAP and LPP, which represent linear, nonlinear methods and 
combination of the both, respectively. 

Table 2. Average Precision (%) of Video Concept Detection using different dimension reduction 
methods 

Concept LPP PCA ISOMAP 
Explosion/Fire 60.8 52.8 54.9 
Sports 55.1 43.6 47.3 
Military 47.5 38.2 39.1 
Government Leader 39.3 29.7 31.5 
Airplane 23.6 18.5 20.4 

In table 2, we can see that LPP performs better than PCA and ISOMAP. Since LPP 
preserves the intrinsic nonlinear structure of the dataset in low-dimensional manifold. 
And LPP is essentially a linear method, it is more efficient than ISOMAP. 

4   Conclusions 

Semantic understanding of video is a hard but important research topic. The ideas for 
semantic concept detection in video are still in process. In this paper, the new 
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approach we present to detect semantic concepts from video shots is based on 
SimFusion and LPP. And this method focuses on the temporal-sequenced associated 
cooccurence characteristic of video. The experiments show that our method achieves 
improved performance than traditional methods. In the future, we plan to design 
specific processes for different concepts to obtain better results. 
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Through Explanation-on-Demand Hypervideo
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Abstract. The objective of this paper is to help users navigate for ad-
ditional information for more comprehension of events in video through
an explanation-on-demand hypervideo system. Given an XML database
consisting of MPEG-7 video annotations and ontologies specifying rela-
tionships among events in annotations, the system is responsible for dy-
namically identifying hyperlinks inside a video that users possibly follow
to clarify the points they do not understand. Three types of hyperlinks
that are helpful in enhancing user comprehension of events are proposed:
context, precondition and causal, which are based on an analysis of Fell-
baum’s verb entailments [4].

Keywords: hypervideo, comprehension, verb ontology, Fellbaum’s verb
entailments, MPEG-7, OWL, XML database, reasoning, XDD.

1 Introduction

Hypervideo (e.g. [1,14,13]) is a kind of interactive video that requires a multi-
media modeling technique for visualizing its content and providing access to the
segments through hyperlinks. Its objective is to facilitate information searching
in video. When users need more details, they can follow link opportunities, ap-
pearing somewhere in the screen during some particular moment. This is made
possible only after annotators place beforehand the links from source video seg-
ments to destination segments.

This paper mainly focuses on two problems in hypervideo. From a system
viewpoint, we aim at generating hyperlinks semi-automatically from available
metadata in video, thus relieving the burden of manually annotating links. From
a user viewpoint, we attempt to solve the problem when users need more ex-
planations to specific events in video they do not understand. It is assumed
for user behavior that the purpose of reinvestigating the video is to gain more
understanding of specific events of interest. We argue, in this paper, that the
system should help users seek for events (i.e. through hyperlinks) that are not
only similar or related but also clarify what users might doubt or expect.

The main problem of automatic video hyperlink generation lies in the inca-
pability of both underlying semantics of similarity [11] and relatedness [10] to
capture semantics of comprehension. For example, knowing that a video segment,
Sa, is similar or related to another, Sb, (by comparing their metadata) it tells

T.-J. Cham et al. (Eds.): MMM 2007, LNCS 4351, Part I, pp. 535–544, 2007.
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nothing about whether watching Sa will increase understanding of Sb or vice
versa. Rather, approaches employing the two notions can sometimes exacerbate
the situation by offering excessive information to users.

The objective of this paper is to enhance user comprehension of events through
a hypervideo system. Given an XML database consisting of MPEG-7 video an-
notations and ontologies specifying relationships among events in annotations,
the system is responsible for dynamically identifying hyperlinks inside a video
that users possibly follow to clarify the points they do not understand. Infor-
mally, the problem of generating hyperlinks, in this context, can be formulated
as follows: given a particular event, e1, of user interest, if another event, e2, can
enhance comprehension of e1, a hyperlink is established from e1 to e2.

Previously, [9] proposes a context-preserving video segment retrieval system
capable of retrieving video segments that are not only similar but also related
to user queries. The authors did not, however, introduce the notion of user
comprehension, its problem in video browsing, and a solution for enhancing
comprehension, which is our attempt in this paper.

The contribution of this paper can be summarized as follows. Our work is,
to the best of our knowledge, the first to introduce the notion of comprehension
of events based on Fellbaum’s verb entailments [4]. Analysis of verb entailments
yields three types of explanatory events : context, precondition and causal, which
are useful for increasing comprehension of particular events. The ability to dis-
criminate explanatory events from ones that are only similar or related can
reduce information overload to users when they need more explanations.

The rest of the paper is organized as follows. Section 2 briefly reviews the basic
of MPEG-7 for annotating video content. Section 3 proposes a methodology for
enhancing user comprehension of events. Section 4 presents a rule-based system
for implementing an explanation-on-demand hypervideo application. Section 5
shows some implications of this research. Section 6 discusses related work. Sec-
tion 7 summarizes conclusions and outlines future work.

2 MPEG-7 Video Annotation

A large number of digital videos demand efficient indexing techniques enabling
accessibility to those videos. A conventional approach for indexing videos is to
assign keywords to them as their metadata. In this way, one can retrieve videos
of interest from a system by formulating only a few keywords like searching on
the Web. However, for a several-hour-long video such as movies, it is often the
case that only parts (called segments) can exactly satisfy user information needs.
Thus, there is a need for video indexing at the fine granularity level of segments
[15]. Since the current state-of-the-art techniques for automatic video content
analysis are restricted to the detection of basic events such as people walking
and physical violence [8], there is still a need for human intervention in order to
improve quality of metadata [5].

To provide video indexes consistently, a common scheme for interoperabil-
ity of metadata among communities is required. MPEG-7 [7] is the standard
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<VideoSegment id=“S4”>
<Semantic>
<SemanticBase xsi:type=“AgentObjectType” id=“Neo”>

<Label> <Name> Neo </Name> </Label>
</SemanticBase>
<SemanticBase xsi:type=“AgentObjectType” id=“Smith”>

<Label> <Name> Smith </Name> </Label>
</SemanticBase>
<SemanticBase xsi:type=“EventType”>

<Label> <Name> fight </Name> </Label>
<Relation

type=“urn:mpeg:mpeg7:cs:SemanticRelationCS:2001:agent”
target=“#Neo”/>         

<Relation
type=“urn:mpeg:mpeg7:cs:SemanticRelationCS:2001:patient”
target=“#Smith”/>

</SemanticBase>
</Semantic>
<MediaTime>
<MediaTimePoint> T:01:50:08 </MediaTimePoint>
<MediaDuration> PT27S </MediaDuration>

</MediaTime>
</VideoSegment>

fight

Neo Smith

agent patient

Event

IS_A

AgentObject

IS_A

fight

Neo Smith

agent patient

Event

IS_A

AgentObject

IS_A

“Neo fights Smith”

Fig. 1. An example of event-based metadata using MPEG-7 Event DS

XML-based framework for annotating multimedia metadata through descrip-
tors (D) and description schemes (DS). VideoSegment DS is a tool for annotating
video attributes such as a source video location, time point and duration in a ref-
erenced video. Event DS is selected to describe events in video segments, which
are restricted, in this paper, to the form: subject-verb-object. Figure 1 shows a
metadata example of MPEG-7 Event DS for describing events in a video seg-
ment. For the sake of simplicity, we assume that thematic roles of an event,
namely agent and patient, are represented by subject and object, respectively.
Note also that events are represented by verbs.

3 Enhancing User Comprehension of Events

This section reveals limitations of previous approaches, and proposes a solution
to the problem of user comprehension in video.

3.1 Verb Ontology

A first step toward increasing user comprehension of events, in this paper, is
to acquire knowledge that can semantically relate events together. We argue
that only IS-A relationships among events are not expressive enough to handle
the problem of user comprehension. For example, given an event of interest ”A
fights B”, we can say ”A shoots B” is also of our interest; shoot is a kind of fight.
However, taking this kind of similarity between the concepts into account [11],
it is difficult to justify that, for example, ”A dies” is also relevant to the event
of interest since the semantic of fight and die is not so similar (i.e., die is not a
kind of fight and vice versa). Furthermore, compare two events ”A fights B” and
”A runs away from B”. The semantics of fight and that of run away are clearly
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shootsmash

throw

fight

reborn

die

meet run away from

kill

backward-presupposition

proper-inclusion

cause

find

fall bleed

proper-inclusion
backward-presupposition

backward-presupposition

cause

hide

proper-inclusion

wound

chase
cause

run out of

backward-presupposition

attack

troponymy
dodge

backward-presupposition

Fig. 2. An example of verb ontology

not similar. However, they seem to be related in some way although it is hard to
specify a reason. This implies the incapability of IS-A relationships to capture
our intuition for identifying related events.

Since verbs can be used to represent events as illustrated in Sect. 2, it is worth
considering existing knowledge about relationships among verbs. Specifically, we
exploit Fellbaum’s verb entailments [4] to model a verb ontology, representing
relationships among events.1 According to Fellbaum’s classification, there are
four types of entailment relations. Let v1 and v2 be verbs.

Definition 1 (Troponymy). v1 is a kind of v2. (ex. limp-walk, lisp-talk)

Definition 2 (Proper-inclusion). v1 can happen in the duration of v2. (ex.
snore-sleep, buy-pay)

Definition 3 (Backward-presupposition). v2 must happen before v1. (ex.
forget-know, succeed-try)

Definition 4 (Cause). v1 causes v2 to occur. (ex. show-see, give-have)

Definition 5 (Verb ontology). Verb ontology is a directed-graph whose nodes
are verbs or phrasal verbs and directed edges are one of the four entailment
relations: troponymy, proper-inclusion, backward-presupposition and cause.

Figure 2 shows an example of verb ontology.2 Considering this ontology and
assuming both A and B are persons, if we know that A shoots B, we would
imply that A is fighting B; shoot is included in the duration of fight. A smashes
B meaning that A attacks B; smash is a kind of attack.3 Given a situation that A
kills B, it can be implied that B will die; kill causes die. Before A runs away from
B, it is presupposed that A met B sometimes in the past; meet happens before
run away. This kind of knowledge can be interpreted from the verb ontology,
where events can be related through the entailment relations. Let ei, ej be events
and vi, vj be verbs, representing ei and ej , respectively.
1 [12] also suggest the use of verb entailments as the first step to relate events; however,

they did not propose a verb ontology and its use to enhance user comprehension.
2 There are three main sources for verb ontology construction: human labor, WordNet

and Web mining (e.g. see [3]).
3 For troponymy, the duration of both verbs must begin and end at the same time.
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Definition 6 (Similar event). ei is a similar event of ej iff there exists in a
verb ontology the ”troponymy” relation from vi to vj or vice versa.

Definition 7 (Related event). ei is a related event of ej iff there exists in a
verb ontology one of the four entailment relations from vi to vj or vice versa.

Note also that constraints of verb attributes (i.e. subjects and objects) cannot
be enforced in the representation of the ontology. For example, ”A kills B” is
not related to ”C dies” unless B and C are the same person.

3.2 Classification of Events for Enhancing Comprehension

When users do not understand an event in video they usually search for related
events for more explanations. However, not all related events can contribute to
comprehension of the event which is of user interest. Rather, some of the events
are considered useless, thus causing information overload.

Specifically, the notion of relatedness is not appropriate to solve the problem
of comprehension because its nature is symmetric. For example, given that an
event, e1, is related to another, e2, it can be implied that e2 is also related to
e1. This is, however, not always the case for the notion of explanation, which is
the basis for enhancing comprehension. To overcome this difficulty, we propose,
based on semantics of verb entailments, three types of explanatory events that
are useful for enhancing comprehension of events. For the definitions that follow,
let e1, e2 be events, and v1, v2 be verbs, representing e1 and e2, respectively.

Definition 8 (Context event). e1 is a context event of e2 iff there exists in a
verb ontology an entailment relation, ”proper-inclusion”, directed from v1 to v2.

Definition 9 (Precondition event). e1 is a precondition event of e2 iff there
exists in a verb ontology an entailment relation, ”backward-presupposition”, di-
rected from v1 to v2.

Definition 10 (Causal event). e1 is a causal event of e2 iff there exists in a
verb ontology an entailment relation, ”cause”, directed from v2 to v1.

Proposition. Context, precondition and causal events increase user comprehen-
sion of a current event of interest.
Rationale. Knowing its surrounding context, preconditions and causes help users
better understand the current event.

For example, the meet event can be considered as a precondition of the fight
event since meet must happen before fight (backward-presupposition). In other
words, meet enhances comprehension of fight. The opposite is not always the
case; the fight event does not increase comprehension of the meet event.

Definition 11 (Explanatory event). e1 is a explanatory event of e2 iff e1 is
a context, precondition, or causal event of e2.
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4 Explanation-on-Demand Hypervideo

This section demonstrates a hypervideo system that exploits explanatory events
to enhance user comprehension. Figure 3 shows a screen capture of a prototype for
explanation-on-demand hypervideo. A user comprehension model of video brows-
ing is assumed; users browse a video from the beginning to the point they do not
understand, and begin to reinvestigate related events in the past. Given a current
event being watched as a query, an explanation-on-demand hypervideo system
is responsible for dynamically establishing hyperlinks from the current event to
its explanatory events where users can follow for clarification. In addition, we as-
sume that event-based metadata for video segments (described in Sect 2) are made
available, for example, by annotators. Figure 4 shows an example of metadata,
which is also assumed to be precise. Annotators can also consult a verb ontology
for describing events in video segments.

After the button is clicked, the system identifies and displays explanatory events
for the current event being played in the main player.

After the main content has been changed by the system,
the history is added, allowing playback to previous points.

Explanatory events lying after the current event in 
the video timeline. (there is also an option in the 
system allowing these events to be hidden from 
users in the case of first time watching)

Main player area

Explanatory events lying 
before the current event 
(main player) in the 
video timeline.

Fig. 3. Screen capture of a prototype for explanation-on-demand hypervideo

4.1 Establishing Hyperlinks Through a Query Model

Although MPEG-7 provides a framework for describing multimedia through
descriptors and description schemes, it cannot explicitly express relationships
among descriptors, description schemes, constraints, and rules. XML Declara-
tive Description (XDD) [16] is a language for modeling XML databases capa-
ble of expressing explicit and implicit information through XML expressions
(variable-embedded XML elements), and relationships, constraints, and rules
through XML clauses. XML clause is of the form: H ← B1,...,Bn. where n≥0,
and H and Bi are XML expressions or constraints. When n=0, a clause is called
unit clause, otherwise non-unit clause. The symbol ← is often omitted in the case
of unit clauses; thus, XML elements or documents such as MPEG-7 descriptions
and OWL ontologies can immediately become ground XML unit clauses. Given
a database, XDB, consisting of XML unit and non-unit clauses and a query, Q,
formulated in terms of a non-unit clause, the answers, Q’, can be derived by
transforming Q repetitively using XML clauses in XDB.
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Fig. 4. A metadata example from The Matrix

An XML database consists of MPEG-7 documents (XML unit clauses) de-
scribing events occurred in video segments, an OWL document (XML unit
clause) representing a verb ontology, and rules (XML non-unit clauses) identi-
fying explanatory events. For the sake of simplicity and due to space limitation,
we simply describe XDD rules through Horn rules.

R1: enhanceComprehension(s1=(e1,tb1,te1),s2=(e2,tb2,te2),type )
← segment(s2=(e2,tb2,te2)),explanatory(e2,e1,type ).

R2: explanatory(e1,e2,"context") ← context(e1,e2).
R3: explanatory(e1,e2,"precondition") ← precondition(e1,e2).
R4: explanatory(e1,e2,"causal") ← causal(e1,e2).

R5: context(e1=(sub1,v1,obj1),e2=(sub2,v2,obj2)) ← entail(v2,"proper-inclusion",v1).
R6: precondition(e1=(sub1,v1,obj1),e2=(sub2,v2,obj2)) ← entail(v2,"backward-presupposition",v1).
R7: causal(e1=(sub1,v1,obj1),e2=(sub2,v2,obj2)) ← entail(v1,"cause",v2).

where s=(e,tb,te) is video segment metadata where e=(sub,v,obj)
represents an event of the form: subject-verb-object,
tb is the beginning time point, te is the ending time point,
and the semantics of predicates is as follows.

enhanceComprehension(s1,s2,t ) ... s2 enhances comprehension of s1
segment(s) ... there exists a video segment, s, in the database

explanatory(e1,e2,t ) ... e1 is an explanatory event of e2 (of t type)
context(e1,e2) ... e1 is an context event of e2

precondition(e1,e2) ... e1 is an precondition event of e2
causal(e1,e2) ... e1 is a causal event of e2

entail(v1,rel ,v2) ... there exists in the verb ontology an
entailment relation rel directed from v1 to v2

Note that not only verbs but also their attributes (i.e. subjects and objects) play
an important role in the identification of explanatory events. For example, ”A
kills B” is not an explanatory event of ”C dies” unless B and C are the same
person. Such constraints can be added in the rules and are omitted for the sake
of simplicity.

A query is a non-unit clause which can be formulated, for example, as fol-
lows. The te2<tb1 constraint is specified to guarantee that the segments that
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users have not yet watched will not be shown (assuming that it is the first time
watching).
Q: answer(s2,type )

← enhanceComprehension(s1=(e1=(Smith ,kill ,Neo ),tb1,te1),s2=(e2,tb2,te2),type ),[te2 < tb1].
where inside a bracket is a constraint.

Suppose the XML database consists of MPEG-7 metadata illustrated in Fig.
4, and S18, ”Smith kills Neo”, is a current event of interest. By R1, R2, R5
rules, it can be derived that S2-S7 and S18 are the explanatory events of S18

4;
explanation-on-demand hyperlinks from S18 to S2-S7 and S18 are established.
Note also that S1, ”Smith finds Neo”, can also enhance user comprehension
of S18 although the R1 rule cannot identify it (since there is no annotation
about ”Smith meets Neo” in the database). The next section proposes a query
relaxation algorithm to solve this problem.

4.2 Query Relaxation

The art of making films involves arrangement and composition of video segments,
so-called film grammars [2]. It is often the case that movie directors drop some
events from the films and let viewers infer implicit events from available hints.
For example, a movie director may decide to exclude S18, ”Smith kills Neo”,
in the film (see Fig. 4) and suppose a user is currently watching S19, ”Neo
dies”, where he needs more details. The rules defined above will try to identify
a segment about someone killing Neo as an explanatory event. However, there
is no such segment in the database (supposing S18 is removed). Common sense
tells us that the event of interest is related in some way to the fight event. By
considering the verb ontology, fight is an explanatory event of kill, and kill is an
explanatory event of die; that is, fight indirectly increases comprehension of die.
In this respect, we need an algorithm to reformulate a query when there is no
direct explanatory event (i.e. kill, in this case), identified by the R1 rule.

R8: enhanceComprehension(s1=(e1,tb1,te1),s3=(e3,tb3,te3),type)
← enhanceComprehension(s2=(e2,tb2,te2),s3=(e3,tb3,te3),type),

isExplanatoryOf(v2,v1), isExplanatoryOf(v3,v2), ¬segment(s2=(e2,tb2,te2)).

R9: isExplanatoryOf(v1,v2) ← entail(v2,"proper-inclusion",v1).
R10: isExplanatoryOf(v1,v2) ← entail(v2,"backward-presupposition",v1).
R11: isExplanatoryOf(v1,v2) ← entail(v1,"cause",v2).

where ¬segment(s) ... there is no "s" in the database

Query relaxation is performed by adding more rules, R8-R11. The R8 rule first
checks in the verb ontology whether there exists, in the database, e2 as a direct
explanatory event for e1 (an event of user interest). If not, it reformulates the
query to enhance comprehension of e1 with e3, instead of e2, where e3 is an
explanatory event of e2 (and e2 does not exist in the database). This process
continues recursively until the first transitively indirect explanatory events are
identified.

4 S18 itself may be useful in this case when users forget information very soon.
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5 Discussion

Since the quality of video annotations is difficult to be measured and its judgment
is highly subjective, a critical question may arise for validity of our approach.
The verb ontology can be used to bridge the semantic gap between user queries
and annotations which are imprecise, due to subjectivity of annotator percep-
tion. For example, a video segment about kill (determined by an annotator)
may be instead annotated with die (by another annotator). Nevertheless, such
a video segment can be obtained for the query, kill, which is one of the sur-
rounding concepts of die in the ontology. Therefore, the verb ontology serves
two purposes: to relate events together and to bridge the semantic gap between
human perception.

6 Related Work

[14] proposes a hypervideo authoring tool, called Hyper-Hitchcock. The tool
is capable of generating hierarchical video summaries where users can access
detailed information through hyperlinks being placed between different levels
of summaries. The algorithm to identify and place links in video depends on
heuristics for determining importance of video segments such as segment dura-
tion. Because of the nature of placing links hierarchically in a video, sometimes,
users are required to search for detailed information from the top- until the
bottom-level summaries (i.e. the whole video). Plot units are a knowledge rep-
resentation technique used primarily for narrative summarization [6], and are
recently exploited for hypervideo applications [1,13]. Associated with any two
video segments, each plot unit is composed of an explicit cause-effect relationship
linking between human affect states, each can express underlying motivation of
actions or events being performed. Given a particular video with such hyperlinks
visible to end-users, they can easily navigate such a video for the parts they do
not understand [13]. Nevertheless, it is reported in [13] that the time required
for manual annotating plot units is about 35 person hours per feature film.

7 Conclusions and Future Work

In this paper, we argue that both notions of similarity and relatedness are not
appropriate for increasing user comprehension. To enhance user comprehension
and to avoid information overload we propose three types of explanatory events:
context, precondition and causal, which are based on the semantics of Fellbaum’s
verb entailments. Our explanation-on-demand hypervideo prototype employs
XDD as the underlying querying mechanism capable of dynamically identifying
video segments that are helpful in increasing user comprehension as well as per-
forming query reformulation whenever necessary, making the query processing
more efficient. Since our approach hinges on the availability of video annota-
tions and the quality of verb ontologies, support for the annotation task and
construction of the verb ontology is necessary. Experiments and user evaluations
also form part of our future work.
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Abstract. Binaural rendering technology is used to generate a two-channel 
signal from one or more channel signals, where each channel signal has 
associated with it a position relative to the listener.  The resulting binaural 
signal, when played back over an appropriate device such as headphones, gives 
the sensation of audio signal(s) originating from the assigned position. The 
binaural rendering process typically involves applying a pair of Head-Related 
Transform Function (HRTF) equalizer to each input channel signal.  The left 
and right ear signals from each of the input channels are then combined to 
generate a binaural signal.  In this paper, we introduce a Time/Frequency (T/F) 
domain HRTF equalization technique which can be used to accomplish HRTF-
based binaural rendering. The proposed technique can be conveniently 
combined with multi-channel/spatial decoding systems, such as multi-channel 
HE-AAC or MPEG surround decoder for low-complexity binaural rendering of 
multi-channel program.  

1   Introduction 

As sound propagates, it interacts with the physical environment and is modified. Thus 
the exact acoustic path and the physical features along the path from a sound source to 
the ear (or other transducer) will result in particular sound modifications. When 
listening to live events, sound arrives at each of our ears (“binaurally”) following 
slightly different acoustic paths, resulting in different modifications. In particular, the 
location of the ears, and the shape of the outer ear, head, and shoulders result in the 
sound arriving at each ear at different times, levels, and with different spectral 
shaping or filtering. The cumulative effect of these signal manipulations is called the 
Head Related Transfer Function (HRTF). The HRTF varies with individual and with 
the relative position of the sound source and the ear. 

We are able to process the signals and the differences between the signals in each 
ear to determine spatial characteristics of the sound such as position (direction and 
distance) and image size. For example, a sound source located on our left hand side 
will be louder and arrive slightly sooner at our left ear than our right ear. Other more 
subtle cues (such as relative spectral shape) can give us information about the 
elevation, and help resolve front/back location. 

Binaural sound is inherently a two-channel signal, with one channel applied to each 
ear. “Ordinary” two channel signals (with limited binaural cues) are commonly 
available (via radio, CDs etc) for reproduction over loudspeakers or headphones. In 
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Fig. 1. Binaural rendering of a 5 channel program 

such cases the reproduction of spatial information is limited, especially with 
headphones which can suffer from “inside the head” imaging. On contrary, binaural 
sound is inherently a two-channel signal, with one channel applied directly to each ear 
(e.g. over headphones, or traditional left-right speaker pair with crosstalk 
cancellation). As a result, a more spatial impression can be delivered.   

The HRTFs (for left and right ear respectively) associated with a particular location 
“A” can be estimated by analyzing the relationship between signals received via a 
binaural recoding and a source signal played at this particular location. Such a 
recording is optimally made in an anechoic room to eliminate room effects and isolate 
the head-related effects (anechoic HRTF).  A binaural signal can then be synthesized 
by applying the computed HRTF pair to a desired source signal.  When played over 
headphones or other appropriate means, the signal will now appear to come from 
location “A.”  In order to represent other locations, a multiplicity of HRTF pairs can 
be derived.  Furthermore, a synthetic room response can be added to the HRTFs to 
provide a more natural sense of space. 

One application for binaural audio is for playback of multi-channel audio 
programs.  Multi-channel audio content is increasingly common (DVD’s, HDTV).  
However multi-channel reproduction typically requires a large room with multiple 
channels of amplification and loudspeakers, which may not be available all the time.  
An alternative to loudspeaker play back is to listen to a binaural rendering of the five 
channel program over headphones.  In order to recreate the same spatial perception, 
the original speaker signals are processed using the appropriate HRTF pair that 
associated with each combination of different loudspeaker locations and each ear, and 
then summed to create a binaural signal.  The above binaural rendering process for 5 
channel program is illustrated in Fig. 1.  

Digitizing audio is a very common means for storing and transmitting audio data.  
There are many advantages to digital representation of audio, but one disadvantage is 
the large amount of data required.  This is especially true for multi-channel audio 
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Fig. 2. Brute-force combination of multi-channel audio decoder and binaural renderer by 
cascading of these two processes 
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Fig. 3. Simplified Audio Decoder and Binaural Renderer with T/F domain HRTF processing 

programs. As a result, digital audio is frequently encoded to decrease the amount of 
data required, while maintaining sound quality as much as possible. Common digital 
audio coding algorithms for achieving this include Dolby Digital™ [1], MPEG 1 
Layer 3 (mp3) [2], MPEG 4 Advanced Audio Coding (AAC) [3], and High Efficiency 
AAC (HE-AAC) [4].  Multi-channel audio are supported in these audio compression 
algorithms by coding the waveform for each individual channel explicitly. More 
recently, more efficient multi-channel audio coding methods are being developed 
[5][6]. Those algorithms rely on some down-mix and up-mix processes where only 
the waveforms of the down-mixed channels are encoded explicitly, while the original 
channel configuration are regenerated at the decoder side by using an up-mix process.  
In order to more accurately model the original N channel program’s sound field, 



548 R. Yu, C.Q. Robinson, and C. Cheng 

parameters are extracted during the down-mix/encode process which are use to help 
guide the up-mix process. Typical parameters include channel level differences 
(CLD), inter-channel time or phase differences (ITD or IPD), and inter-channel 
coherence (ICC) [5].   

When coded audio is to be rendered binaurally, it is worth considering how the 
multi-channel audio decoding process and binaural rendering process interact in order 
to optimize performance. Typically, HRTF processing is implemented as an 
equalization process, where the HRTF is often represented in terms of its discrete time 
impulse response. The impulse response is then convolved (as an FIR filter) with the 
desired digitized source signal to create the binaural signal. Thus, binaural decoding 
of multi-channel coded program can be achieved by using the brute-force 
combination as shown in Fig. 2, where the time-domain waveforms are decoded with 
multi-channel audio decoder first, and then processed by the binaural renderer to 
generate the binaural audio. The disadvantage of this approach in terms of 
computational complexity is quite obvious, since both the filterbank operation in the 
audio decoder to transform the audio signal from certain Time/Frequency (T/F) 
domain to time domain, and the FIR filtering operation required for HRTF 
equalization in the binaural renderer have high computational complexities.  

Alternatively, it is possible to reduce the computation complexity of binaural 
decoding of multi-channel program by implement the HRTF equalization in the T/F 
domain (Fig. 3). The advantages this approach are two-folds. First, the number of 
filterbank operations is reduced as they now perform on the down-mixed binaural 
signal, which has only two channels. Second, it is also possible to reduce the 
complexity of HRTF equalization process since it now works in T/F domain which 
has a lower sampling rate. Techniques for implementing the HRTF equalization in the 
T/F domain were previously proposed in [7-10]. In principle, those techniques try to 
find the T/F domain HRTF equalizers that could produce the mathematically identical 
results to those from time-domain HRTF equalizers. To achieve this goal, the impulse 
responses of the time-domain HRTFs are polyphase decomposed, and convoluted 
with the analysis/synthesis filterbank to produce impulse response of the T/F domain 
equalizer. The overall complexity of the resulting T/F domain equalizer, however, can 
still be pretty high in particular if the analysis/synthesis filterbank has long impulse 
responses. In addition, filtering operations across different T/F bands are in general 
inevitable in order to produce the mathematically identical result [7][9].  

In most practical applications, we are in fact more interested in having a low-
complexity binaural decoder that could produce the same binaural perceptual effect as 
that from the brute-force combination in Fig. 2. To this end, we notice that the 
perception of binaural audio is mainly determined by two factors: 1) the amplitude 
response of HRTF which controls the strength and timbre of the sound presented to 
both ears, as well as necessary location hints; and 2) the phase and delay response of 
HRTF which are also relevant to the perception of the sounds location. Clearly, 
instead of having a “numerically lossless” solution we only need to design the T/F 
domain HRTF equalizers that produce, in combination with the analysis/synthesis 
filterbank, similar amplitude and phase responses to those of the time-domain HRTF 
equalizers in order to achieve “perceptually transparent” binaural decoding. 

In this paper, we follow this philosophy to derive a low-complexity T/F domain 
HRTF equalizer design. To simplify the problem, the proposed HRTF equalizer is 
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constructed by a cascade of three digital filters, namely, an amplitude filter, a 
fractional delay filter, and a phase filter, and each filter is then designed separately in 
order to produce the desirable amplitude and phase response. The performance of the 
resulting T/F domain HRTF equalizer is compared with time-domain HRTF equalizer 
through listening test.  The listening test results show that the proposed algorithm 
produces identical perceptual binaural decoding as to the brute-force time-domain HRTF 
equalization process, and hence justifies the effectiveness of the proposed method.  

2   Design of T/F Domain HRTF Equalizer 

Consider the equalization process in the T/F domain as shown in the left-hand side of 
Fig. 4.  Here ( ) ( )1 , , MH z H z  is the analysis filterbank, ( ) ( )1 , , MG z G z  is the 

synthesis filterbank.  For each subbands k ,  1,k M= , in the T/F domain, the 

subband signal ( )kx n  is processed with the corresponding equalizer ( )kS z , and its 

output ( )ky n  is finally synthesized with the synthesis filterbank to generate the time-

domain output signal.   
Now for a given time-domain HRTF equalizer ( )F z , our design goal here is to 

derive the T/F domain filter ( )1( ), , MS z S z  so that their aggregated amplitude and 

phase responses are as close to those of ( )F z  as possible.   To achieve this goal, we 

decompose the subband equalizer ( )kS z  into a cascade of three filters as follows: 

1. Amplitude filter  ( )kA z : The purpose of ( )kA z  is to ensure the composite 

amplitude response of the subband filter is as close as possible to the amplitude 
response of the target time-domain filter ( )F z . 

2. Delay filter ( )kD z :  ( )kD z  is a fractional delay filter used to model the phase 

response of the time domain filter by assuming a linear phase response of  ( )F z  at 

each subband.  
3. Phase filter ( )kP z :  Phase filter ( )kP z  is to ensure continuous phase response over 

subband boundary to avoid undesirable “signal cancellation effects” when the 
subband signal are synthesized at the synthesis filter.      

The detailed design methods for these filters are given in the subsequent subsections.  
To facilitate our derivation, we assume the filterbank is the odd-stack complex QMF 
filterbank [11] used in HE-AAC and MPEG surround, which is in turn the main 
application of the T/F domain HRTF equalization process proposed here.  

2.1   Design of Amplitude Filter 

For a given time domain input signal ( )X z ,  the ouput signal ( )Y z  from the 

subband equalization system in left-hand side of Fig. 4 is given by: 
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                                        ( ) ( ) ( ) ( )1 T
ACY z z z z

M
= x H g ,                                           (1) 

where, 

                                 ( ) ( ) ( ) ( )1, , ,T Mz X z X zW X zW −=x ,                                (2) 

                                ( )

( ) ( )
( ) ( )

( ) ( )

1

1

1 1
1

M

M

AC

M M
M

H z H z

H zW H zW
z

H zW H zW− −

= ,                            (3) 

                                ( ) ( ) ( )1 1( ) , ( )T M M
M Mz G z S z G z S z= ⋅ ⋅g .                            (4) 

Here ( )expMW j Mπ , and the Mz  in (4) follows from the noble identities for 

multi-rate system. For the complex QMF filterbank considering here the aliasing term 
in  ( )( )AC z zΗ ⋅g  is negligible [11] [12].  Thus we have  

                                         ( ) ( )( ) ,0, ,0
T

AC z z T zΗ ⋅ =g                                         (5) 

where 

                                     ( ) ( ) ( ) ( )
1

M
M

k k k
k

T z H z S z G z
=

= .                                  (6) 

Combining (5), (6) and (1) gives us  

                                     ( ) ( ) ( ) ( ) ( )
1

M
M

k k k
k

Y z H z S z G z X z
=

= .                                  (7) 

Similarly, for the time-domain equalization system as shown in the right hand side of 
Fig. 4, for the same input signal ( )X z  the output signal is given by:  

Sn,1(z)

Sn,2(z)

Sn,M(z)
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Fig. 4. T/F domain equalization vs. time domain equalization 
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                                    ( ) ( ) ( ) ( ) ( )
1

M

k k
k

Y z H z G z F z X z
=

′ = .                                    (8) 

Now we denote the transfer function of the aggregated T/F domain HRTF equalizer as 
( )T z : 

                                           ( ) ( ) ( ) ( )
1

M
M

k k k
k

T z H z S z G z
=

                                       (9) 

and the transfer function of the time-domain HRTF equalizer as ( )T z′ : 

                                      ( ) ( ) ( )
1

( )
M

k k
k

T z H z G z F z
=

′ =                                       (10) 

Comparing (7) with (8) we have the following condition for the ideal ( )kS z  

                                                          ( ) ( )T z T z′= ,                                                 (11) 

To simplify the problem, we now only consider the elements in (11) that have 
significant energy.  For odd-stack filterbank, at frequencies near subband boundary 
k Mπ  only the contributions from subband  k and k+1 have significant energy.   
Thus (11) can be further rewritten to: 

                   ( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 1k k k k k kH S M G H S M G Tω ω ω ω ω ω ω+ + + ′+ =             (12) 

Here the frequency response of each filter at frequency ω  is obtained by replacing z  

in the transfer function with jz e ω= .  Now, assuming both ( )kD z  and ( )kP z  are of 

unit amplitude response, and the phase response of the composite filters 
( ) ( ) ( ) ( )k k k kS z A z D z P z=  are phase aligned at subband boundary, (12) can be 

translated into the following equations for the amplitude filter ( )kA z :  

                                     ( ) ( ) ( ) ( )1 1 1F H A Tω ω ω ω′Δ Δ Δ = Δ                                  (13) 

( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )

2 1 2 1 2 1 2 1 2 1
2 1 2 1 2 1 2 2 2

2 1 2 1 2 1 2 1 2 1
2 1 2 1 2 1 2 2 2
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k M k M k k M k M k M

k k k k k
k M k M k k M k M k M

F W H W A M F W H W A M T W

F W H W A M F W H W A M T W

ω ω π ω ω ω π ω ω

ω ω π ω ω ω π ω ω

− − − − −
− − −

− − − − −
− − −

′− Δ − Δ − Δ + − Δ − Δ − Δ = − Δ

′+ Δ + Δ − Δ + + Δ + Δ − Δ = + Δ
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M
k = ,                                                                                         (14) 
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F W H W A M F W H W A M T W
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+ + +

+ + +

′− Δ − Δ Δ + − Δ − Δ Δ = − Δ

′+ Δ + Δ Δ + + Δ + Δ Δ = + Δ

for  1,2, 1
2

M
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                     ( ) ( ) ( ) ( )M M MF H A M Tπ ω π ω π ω π ω′− Δ − Δ − Δ = − Δ .              (16) 
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Here [ )0, 2Mω πΔ ∈  and  k
MW k Mπ .  Solving the above equations for a discrete 

set of [ )0, 2i Mω πΔ ∈  will thus give us a set of the desirable amplitude response 

( )k iA ω  at frequency i iMω ω= Δ  and i iMω π ω= − Δ , which can then be used as the 

amplitude response specification for designing ( )kA z .  Detailed algorithms for 

designing FIR filter given the amplitude response specification can be found in [13].   
The orders of the amplitude filters ( )kA z  for different subbands can be selected 

according to the accuracy requirement. Generally speaking, the amplitude response of  

( )F z  can be modeled more accurately by using larger order ( )kA z , while at the cost 

of increasing the overall complexity.  It is also well-known that human ears don’t 
perceive sounds of different frequencies with equal sensitivity.  For example, the 
human ear has better frequency resolution at low frequencies compared with that at 
high frequencies.  For this reason, lower order ( )kA z   should be used at higher 

frequency bands. In fact, it is found in our experiments that for subbands above 2kHz, 
using a zero order ( )kA z , i.e., a scalar, is sufficient to model the amplitude response 

of a short time-domain HRTF without significant room reverberation.   

2.2   Design of Fractional Delay Filter  

The phase response of ( )F z  is approximated by a piece-wise linear function in our 

design by assuming the phase response is linear within each subband.  In such a case, 
the phase response can be modeled by simply using a delay filter in each subband.  
Since for most the subband audio coding system, the subband signal is down-sampled 
in order to have a compact representation of the signal, the time-resolution in the T/F 
domain is very limited.  As a result, fractional delay (FD) filter is in general necessary 
in order to have an accurate model for the phase response.  

Theoretically, an ideal FD filter that provides constant fractional delays over all 
frequencies has an impulse response with infinite length and hence it is not practical.  
In most practical fractional delay filter designs [14], compromise is mode so that near 
constant fractional delay is achieved for only a certain frequency range [ ]0 0,ω ω−  

where 0ω π< . However, the distortion in delay at frequencies near the Nyquist 

frequency π  will be very large. Although this is generally not a big issue for 
conventional full rate systems, where the high frequencies near the Nyquiest 
frequency are in most cases perceptually not important, for the subband equalization 
system the Nyquist frequency in the T/F domain is in fact corresponding to the 
subband boundaries at time-domain, which are normally perceptually relevant. For 
this reason, those FD filter design techniques are not directly applicable here.  

To solve this problem, we notice that if the real-coefficient FD-filter with a near 
constant fractional delay range [ ]0 0,ω ω−  is modulated with a complex sinusoidal 

( ) jns n e θ= , the near constant fractional delay will be shifted to [ ]0 0,ω θ ω θ− + +  after 

the modulation.  As an example, Fig. 5a) shows the group delay of a real- coefficient 
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Fig. 5. a) Group delay of a real-coefficient FIR FD-filter; b) Group delay of the same FIR FD-

filter modulated by complex sinusoidal ( ) 2jns n e π=  

5-order FIR FD filter, which has a near constant fractional delay at [ )2, 2π π− .  In 

Fig. 5b) group delay of the same FD filter however modulated by a complex sinusoid 

( ) 2jns n e π=  is shown.  Clearly the group delay response has been shifted by 2π  

and the near constant delay range now overlaps frequency [ )0,π .  

In the context of T/F domain equalization, for each subband, we wish the near 
constant fractional delay covers the frequency range that has significant energy after 
the subband synthesis filter. For odd-stack filterbank, this is corresponding to 

frequency range ( ) )1 ,k kπ π−  for subband k.  In the downsampled T/F domain this 

frequency range is mapped to [ )0,π  for odd number subbands 1,3,5,...k = , and 

[ ),0π−  for even number subbands 2,4,6,...k = .  Consequently, the desirable delay 

filters can be obtained by modulating a prototype real-coefficient FD-filter with 
complex sinusoidals of frequency 2π  or 2π− , respectively for odd and even 
number subbands.  

In practical implementation, the fractional delay filter is used only for subbands 
blow 1.5kHz for complexity reduction. For subbands of higher frequencies it is 
replaced with an integer delay filter. It is found that this simplification only introduces 
negligible degradation in perceptual quality since human ears are insensitive to ITD at 
high frequencies.  

2.3   Design of Phase Filter 

The phase filter ( ) kj
kP z e ϕ=  is used to make ensure the alignment of the overall 

phase response of the combined subband filter ( ) ( ) ( )k k kH z S z G z  at subband 

boundaries to avoid undesirable signal cancellation when signals from different 
subbands are summed up to produce the time-domain waveform. For this purpose the 
phase correction angle kϕ  is selected so that the overall phase response ( )kφ ω  of 

( ) ( ) ( )k k kH z S z G z  satisfies ( ) ( )1k kk M k Mφ π φ π+= , 1, 1k M= − .    
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Fig. 6. Phase and amlitude response of the aggregated subband filter fors KEMAR. The thin-
back lines in the above figures indicate the responses of the original KEMAR equalizer. The 
bold-red lines indicate the responses of the aggregated T/F domain KEMAR equalizer.   

3   Experimental Results 

We use the KEMAR HRTF available from [15] as an example to evaluate the 
performance of the proposed T/F domain HRTF equalizer. The impulse response of 
the KEMAR HRTF used in our test has a impulse response of 128 taps. In our test, we 
implement the KEMAR HRTF in the T/F domain of the MPEG surround filterbank 
by using the design procedure described in previous section.  The orders of the 
amplitude filters are four for the first subband, and zero for the rest.  The fractional 
delay filter is constructed by modulating a fifth-order Lagrange filter [14] with 
complex sinusoidal, and is used for subbands up to 1.5kHz. The T/F domain equalizer 
thus has a much shorter impulse response and consequently lower complexity 
compared with its time domain counter part.  Despite its simplicity, the T/F domain 
equalizer still provides reasonable accuracy in modeling the amplitude and phase 
response of the KEMAR HRTF, which are shown in Fig. 6 in comparison to those of 
the time-domain KEMAR equalizer. Clearly, the T/F domain implementation 
provides an amplitude response that closely follows that of its time-domain 
counterpart. As to the phase response, accuracy modeling is also achieves for 
frequencies < 1.5kHz where the human ears are sensitive in detecting ITD. For 
frequencies above 1.5kHz, the phase response only approximates that of the time-
domain equalizer since the fractional delay filter is not used for those subbands.  

We further integrated the T/F-domain KEMAR HRTFs into a multi-channel 
MPEG surround decoder, and compared its performance with the brute-force 
approach by listening test. The bit-streams used in our test were generated by an 
MPEG-surround encoder running in 5-1-5 configuration, and have a bit-rate of 48 
kbps. Totally eleven 5.1 multi-channel programs, which were previously used in the 
MPEG surround standardization process [16], were used in our test. The listening test 
was conducted in a quite listening room with STAX headphones. Six listeners 
participated in our listening test, and all of them are researchers working in audio 
coding or acoustics and hence they can be considered as “expert” listeners.  Binaural 
signals generated from the original 5.1 programs with the KEMAR HRTF and their 
3.5 kHz low-pass version were used in our test as the reference and anchor signals 
respectively. The results of the listening tests are given in Fig. 7 in MUSHRA score 
with 95% confidence interval. From the test results, it can be seen that the MUSHRA  
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Fig. 7. Listening Test Results 

scores for these two binaural decoders are in fact statistically indistinguishable.  In 
other words, despite its much lower complexity, the T/F-domain HRTF approach 
achieves the same perceptual quality as that of the time-domain approach which is 
very desirable.  

4   Conclusion 

In this paper a low-complexity T/F domain HRTF equalizer is proposed and its 
detailed design method is described. The proposed HRTF equalizer is constructed by 
using a cascade of three filters that include an amplitude filter, a fractional-delay filter 
and a phase filter, and has amplitude and phase responses that closely resemble those 
of the corresponding time-domain HRTF equalizer. It is shown in our test that the 
proposed T/F domain HRTF equalizer achieves a similar perceptual quality compared 
to the computational more expensive time-domain brute-force implementation when it 
is integrated with an MPEG surround decoder. Therefore, it is preferable to use the 
proposed algorithm in combination with multi-channel audio decoding algorithms, 
such as multi-channel HE-AAC or MPEG surround, for low-complexity binaural 
decoding. 
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Abstract. H.264 video coding standard gains significant improvement
in compression efficiency. However, the computational complexity also
considerably increases. Many fast algorithms are introduced to speed
up the encoding. Distinguishing from pervious multi-frame based fast
motion estimation algorithms which only exploit temporal correlation, a
novel algorithm both employing temporal and spatial correlations is pro-
posed in this paper, which has much better prediction accuracy. To fur-
ther speed up the encoding process, an adaptive mode reduction scheme
which will discard small probability modes is also proposed. Combining
the novel fast multi-frame based motion estimation algorithm and the
adaptive mode reduction scheme, experimental results show that the pro-
posed algorithms improve the encoding speed by an average of 9 times
faster than fast full search and about 2.5 times faster than reference
method which only employs temporal correlation, PSNR dropping and
bitrate increasing are negligible.

1 Introduction

Video coding plays an important role in multimedia communication applications.
H.264, the latest video coding standard, achieves significant improvement in
compression efficiency than previous standards. However, H.264 has much higher
computational complexity due to the use of many new features. One of them is
multi-frame based variable block-size motion estimation (ME).

It’s well known that ME is introduced to exploit the temporal redundancy
between frames. Compared to previous coding standards, H.264 supports more
flexibility in the selection of motion compensation block sizes (P16x16, P16x8,
P8x16, P8x8, P8x4, P4x8, and P4x4). Moreover, the new standard allows ME
to select the reference frame among a large number of previous stored pictures.
It provides the best coding result but followed with linear increasing processing
time. According to statistics, in H.264 reference software, multi-frame based
variable block-size ME contributes about 70% of total computational load.

Many efforts have been made to explore the fast algorithms of ME for H.264.
Some researchers try to reduce the search range, such as the early-stop tech-
nique, which early terminate the searching when some conditions are satisfied
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[1]. Others address this problem through a different approach, which named in-
formation reuse. Up-layer Prediction (ULP) method is introduced to reuse the
up-layer MV in the quad-tree structure [1,2], which exploits the spatial corre-
lation. Those works significantly speed up the ME processing. However, most
of them were based on one reference frame rather than multi-frame, which can
provide much better prediction results and will lead to higher coding efficiency.

Multi-frame based ME of macroblock requires deriving a set of motion vec-
tors (MV) referring to each reference frame. There are high temporal correlations
among these MVs. Utilizing the correlations, Youn et al. [3] propose the For-
ward Dominant Vector Selection algorithm (FDVS), which reuses the sum of
existing MVs to generate a new MV referring to previous nonadjacent frames
without performing ME. Adaptive variable block size activity dominant vector
selection (VADVS) method [4] proposed by Chen et al. further improved the
performance by using more flexible scheme and different dominant MV selection
mechanism. Based on those MV reusing algorithm, many fast multi-frame ME
methods are proposed [4,5]. The previous works of fast multi-frame based ME
only employ temporal correlation to get the predictive MV (PMV) referring to
previous nonadjacent frames. However, according to our experimental results,
ULP by exploiting the spatial correlation, have better accuracy than that using
temporal correlation, such as FDVS, VADVS etc. In other words, the former will
consume less computational resource on the motion refinement stage.

Both employing temporal prediction method, FDVS, which can obtain the
PMV on previous nonadjacent reference frames, and spatial prediction method,
ULP, which has better prediction accuracy, a novel efficient multi-frame motion
estimation algorithm in H.264 is proposed. The algorithm consists of three steps.
Firstly, P16x16, P8x8 and Intra modes (I16x16 and I4x4) are full search for each
macroblock and Rate-Distortion cost (RDC) will be calculated. According to
these RDCs, small probability modes will be discarded. Secondly, temporal cor-
relation is exploited. We adopt FDVS algorithm to achieve the MVs of P16x16
and P8x8 modes on each reference frames. Finally, utilizing the spatial correla-
tion, ULP is performed to get the MVs of other modes on each reference frames.

The rest of the paper is organized as follow. In section 2 we analyze the statis-
tics of modes reduction and performance of FDVS and ULP methods. Section 3
describes the detail of the proposed algorithm and then we give the experimental
results in section 4. We conclude this paper in section 5.

2 Statistical Analysis

2.1 Reduction of the Potential Modes

In the reference software of H.264, ME is performed mode by mode to get the best
coding efficient. Sometimes the coding efficient gain by searching more modes is
very significant, but usually much computation is wasted without any benefit.
Hence, we will discard some probability modes to reduce the computational load.

It’s well known that high texture blocks are tended to be encoded by Small
Size Modes (SSM), which are P4x4, P4x8, P8x4 and P8x8; and low texture blocks
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Fig. 1. Average RDC(I4x4) of BSM and SSM blocks and predicted threshold

Fig. 2. RDC(I4x4) difference vs QP

prefer Big Size Modes (BSM), such as P16x16, P16x8 and P8x16. For simplicity,
we use BSM block to denote a macroblock with the best mode appearing in
BSM, and SSM block to represent that appearing in SSM. If we can predict the
texture complexity for a block, and only use high probability modes (BSM or
SSM) for ME, significant improvement of encoding time will be achieved.

In Table 2, the correlation of RDC(P16×16), RDC(P8×8) and best mode is
analyzed. We find that when RDC(P16× 16) is less than RDC(P8× 8), almost
all best mode will appear in BSM; when RDC(P8×8) is less, it’s hard to decide.
Here we introduce RDC(I4 × 4) to help the classification.

The average RDC(I4×4) of BSM and SSM blocks are figured in Fig.1 and the
difference is in Fig.2. We find that when QP ≥ 24, RDC(I4 × 4) of BSM block
is much smaller than that of SSM block. A desirable threshold can be used to
discriminate between BSM and SSM blocks. However, different sequences, even
the same sequences with different QPs have different thresholds. Therefore, an
adaptive threshold is required. We use the average value to denote the optimal
threshold, which is:
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T = 0.5 × RDC(I4 × 4 of BSM) + 0.5 × RDC(I4 × 4 of SSM) (1)

where T means the threshold to discriminate between BSM and SSM blocks,
RDC(I4× 4 of BSM) and RDC(I4× 4 of SSM) are average RDC(I4× 4) of
BSM and SSM blocks, respectively. Unfortunately, RDC(I4 × 4 of BSM) and
RDC(I4 × 4 of SSM) can’t be directly achieved before encoding.

Fig. 3. Fitting for average RDC(I4x4) difference (QP ≥ 24)

Further analysis shows that given a fixed QP value, RDC(I4 × 4) difference
of BSM and SSM blocks alters following QP. An exponential function is used to
fit the average differences(QP ≥ 24), as Fig.3. The analytical expression is:

RDC(I4 × 4 of SSM) − RDC(I4 × 4 of BSM) = 1682.4 × e0.6988·(QP/4−5) (2)

Moreover, average RDC(I4 × 4) of frames on one IPPP. . . group is similar,
which means we can use the average RDC(I4 × 4) of I-frame to predict that
of following P-frames. Meanwhile, average RDC(I4 × 4) of a P-frame is the
weighted average of RDC(I4×4 of BSM) and RDC(I4×4 of SSM), and the
weighs are the percentages of their number. Hence we have:

RDC(I4×4 of I−frame) = α·RDC(I4×4 of BSM)+β ·RDC(I4×4 of SSM) (3)

where RDC(I4×4 of I−frame) means average RDC(I4×4) of I-frame and α,
β denotes the percentages of BSM and SSM blocks, respectively. Experimental
result shows that usually BSM blocks take up about 70% of the total macroblock,
therefore α = 0.7 and β = 0.3.

According to (1), (2) and (3), the adaptive threshold T is:

T = RDC(I4 × 4 of I − frame) + 0.2 × 1682.4 × e0.6988·(QP/4−5) (4)

where RDC(I4 × 4 of I − frame) can be achieved after the I-frame coding.
The performance of adaptive threshold selection algorithm can be found in

Fig.1. Experimental results show that it is close to the optimal threshold.
It’s should be mentioned that when QP less than 24, RDC(I4 × 4 of BSM)

and RDC(I4 × 4 of SSM) are very close, even the latter will less than the
former. To ensure the predicting result, we restricted the condition: QP ≥ 24.

Summarily, the mode reduction will be performed under following criterions:
Criterion 1: If RDC(P16 × 16) < RDC(P8 × 8), SSM will be discarded.
Criterion 2: If RDC(P8×8) ≤ RDC(P16×16) and RDC(I4×4) > T and QP ≥ 24,

BSM will be discarded.
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2.2 Performance Comparison of Temporal and Spatial Prediction

In H.264, ME algorithm with multiple reference frames will check all potential
modes on each reference frame respectively. Usually, there is high correlation
existed in the successive frames and the adjacent macroblocks.

Thus, exploiting the temporal correlation, some fast algorithm can be devel-
oped to accelerate the ME. FDVS is a MV composition scheme, which is used
to fast get the MVs referring to previous nonadjacent reference frames. FDVS
selects the dominant MV from the neighboring macroblocks. These dominant
MVs are added to the current MV to compose the target MV referring to target
reference frame. MV associated with the largest overlapping region is regards as
the dominant MV.

Fig. 4. Search distance comparison of FDVS and ULP

However, temporal prediction methods do not always perform best. Spatial
prediction methods, such as ULP may have better prediction accuracy. ULP will
directly takes the MV of up-layer as the PMV for low-layer blocks, such as mode
1 for mode 2 and 3, mode 4 for mode 5 and 6, mode 5 or 6 for mode 7.

PMVmx =
MVm1 , x = 2, 3
MVm4 , x = 5, 6
(MVm5 + MVm6)/2 , x = 7

(5)
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where PMVmx means the PMV for mode x and MVmx denotes the actual MV
of mode x. It can be easily seen that compared to FDVS, the computational
complexity is much lower.

To compare the prediction accuracy of FDVS and ULP, full search is per-
formed to find the best MV, MVfs, and then calculate the distances between it
and two PMVs predicted by FDVS and ULP, which are PMVfdvs and PMVulp.
The distance is calculated by:

Dist(MV 1, MV 2) = |MV 1x − MV 2x| + |MV 1y − MV 2y | (6)

where Dist(MV 1, MV 2) is the distance of MV 1 and MV 2; MV 1x, MV 1y,
MV 2x, MV 2y denote the x and y components of MV 1 and MV 2, respectively.

Hence, Dist(MVfs, PMV ) can be used to measure the search distance of
a prediction method, which reflects the computational complexity. Search dis-
tances of FDVS and ULP are figured on Fig.4. It’s should be mentioned that
mode 1 is omitted, because ULP can not be performed on mode 1.

It can be seen that usually ULP is better than FDVS on prediction accuracy,
especially with big reference frame number.

3 Proposed Algorithms

3.1 Mode Reduction Scheme

The adaptive mode reduction scheme can be performed as following steps:

1. For each IPPP. . . group, encoding and calculating the average RDC(I4× 4)
of each macroblock on I-frame.

2. Calculate the threshold T according to (4).
3. For each macroblock on following P-frame, discard the small probability

modes with the criterions proposed in section 2.1.

This mode reduction scheme can be easily combined with other fast algorithm
to achieve better performance.

3.2 Fast Multi-frame Based ME Algorithm

The main idea of the fast ME algorithm is the method of MV reusing by both
exploiting the temporal and spatial correlation. P16x16 and P8x8 modes will be
full searched in the first reference frame (REF 0). With the temporal predictive
MV reusing algorithm and small range motion refinement scheme, the MVs of
these two modes on other reference frames will be achieved. Finally, on each
reference frame, the MVs of P16x16 or P8x8 modes blocks will be regarded as
the search center for rest modes to finish the ME process.

With those PMVs, only small range motion refinement is needed. According
to the experimental results, for simplification, we directly set search ranges of
temporal predicted modes (1 and 4) to be 1, 2, 3, . . . , 16 for reference frames
REF 0, REF 1, REF 2,. . . , REF 15, respectively. For spatial predicted modes
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Fig. 5. Illustration of proposed temporal and spatial predictive ME

Fig. 6. Flowchart of the proposed ME algorithm and mode reduction scheme

(2, 3, 5, 6, and 7), search range is set to be half of that on each reference frame.
The illustration of the predictive ME algorithm is in Fig.5.

Combining the proposed adaptive mode reduction scheme and the fast multi-
frame based ME algorithm, the entire flowchart is in Fig.6.

4 Experimental Results

To evaluate the performance of the proposed mode reduction scheme and fast
multi-frame based ME algorithm, we implement five methods, which are:

FFS: Fast Full search ME.
FDVS: MVs of all modes are predicted by FDVS on each reference frame.
Prop: MVs of P16x16 and P8x8 are predicted by FDVS, others are by ULP.
FDVS+MR: FDVS method plus proposed mode reduction scheme.
Prop+MR: Prop method plus proposed mode reduction scheme.

Four sequences are selected to be encoded by JM8.6 baseline profile, with
100 frames and frame rate is 30fps, reference frame number is 5. The hardware
platform is P IV 2.4 CPU with 512M memory.



564 L. Mo et al.

Table 1. Performance comparison of FFS, FDVS+MR, Prop+MR, FDVS, and Prop

QP FFS FDVS+MRProp+MR FDVS Prop
coastguard

24 ME Time(ms) 194051 74669 28574 125178 46007
PSNR(dB) 37.484 37.415 37.417 37.479 37.48
Bitrate(bps) 2286082 2290447 2287224 2293068 2290671

28 ME time(ms) 199424 71507 26257 120561 45601
PSNR(dB) 34.442 34.387 34.39 34.433 34.429
Bitrate(bps) 1328827 1334064 1335007 1333440 1331834

32 ME time(ms) 205583 69667 27119 115914 46032
PSNR(dB) 31.391 31.374 31.363 31.386 31.387
Bitrate(bps) 652279 656623 657158 655685 656162

36 ME time(ms) 208151 68282 27160 106632 44208
PSNR(dB) 28.764 28.721 28.718 28.757 28.727
Bitrate(bps) 277306 279698 281592 279389 279830

40 ME time(ms) 213961 64062 25424 100861 41083
PSNR(dB) 26.544 26.507 26.463 26.514 26.474
Bitrate(bps) 117154 117425 117763 117113 116890

foreman

24 ME Time(ms) 197696 61841 25259 97618 39985
PSNR(dB) 39.25 39.208 39.215 39.233 39.245
Bitrate(bps) 683942 702394 701213 693082 692340

28 ME time(ms) 202321 54648 24062 91281 38622
PSNR(dB) 36.871 36.836 36.824 36.844 36.857
Bitrate(bps) 382301 392743 394490 387725 387216

32 ME time(ms) 203184 51082 22732 83887 36629
PSNR(dB) 34.496 34.469 34.437 34.468 34.44
Bitrate(bps) 224170 230882 232303 226404 228506

36 ME time(ms) 206582 47233 20714 76500 34679
PSNR(dB) 32.244 32.184 32.178 32.223 32.186
Bitrate(bps) 139171 142788 143292 140045 141274

40 ME time(ms) 209760 41509 20813 69223 32867
PSNR(dB) 30.004 29.964 29.887 29.933 29.88
Bitrate(bps) 89837 91721 91502 90408 90518

mobile

24 ME Time(ms) 190592 70623 25314 114999 39019
PSNR(dB) 37.501 37.422 37.431 37.481 37.497
Bitrate(bps) 2947531 2995380 2975050 2976795 2958744

28 ME time(ms) 192341 65152 24178 110205 38863
PSNR(dB) 34.233 34.162 34.174 34.217 34.222
Bitrate(bps) 1672903 1712642 1699296 1699572 1682098

32 ME time(ms) 194947 61779 23587 105537 36729
PSNR(dB) 30.878 30.798 30.81 30.849 30.873
Bitrate(bps) 806045 830287 821371 820800 814685

36 ME time(ms) 197093 56088 21921 105319 37512
PSNR(dB) 27.931 27.867 27.865 27.909 27.911
Bitrate(bps) 376423 387583 382790 383969 380376

40 ME time(ms) 201479 55838 21870 97473 38128
PSNR(dB) 25.132 25.07 25.078 25.098 25.101
Bitrate(bps) 203688 206009 205274 205301 204314
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Table 1. (continued)

QP FFS FDVS+MRProp+MR FDVS Prop
news

24 ME Time(ms) 195442 43495 18845 71106 29318
PSNR(dB) 40.736 40.679 40.693 40.725 40.727
Bitrate(bps) 351497 356801 357480 352514 352418

28 ME time(ms) 195812 38780 17788 65746 27337
PSNR(dB) 38.141 38.123 38.123 38.138 38.131
Bitrate(bps) 211445 213302 215544 211867 212383

32 ME time(ms) 200897 34636 16257 61235 24928
PSNR(dB) 35.431 35.393 35.384 35.412 35.415
Bitrate(bps) 128669 130140 131184 128798 129307

36 ME time(ms) 203494 31509 15504 58489 24105
PSNR(dB) 32.751 32.745 32.708 32.749 32.748
Bitrate(bps) 78451 80119 80566 78530 79788

40 ME time(ms) 207505 30189 14088 55175 23100
PSNR(dB) 30.155 30.104 30.052 30.129 30.087
Bitrate(bps) 48434 49378 49428 48394 48809

AVERAGE

ME Time(ms) 201015.75 54629.45 22373.3 91646.95 36237.6
PSNR(dB) 33.21895 33.1714 33.1605 33.19885 33.19085
Bitrate(bps) 650307.75 660021.3 657976.35 656144.95 653908.15

We use Miss Rate and Failing Rate to measure the performance of the pro-
posed mode reduction scheme. Miss Rate is defined as the percentage of mac-
roblocks that not satisfying mode reduction criterions and Failing Rate denotes
the percentage of wrong determined macroblocks. As Table 3, the average Miss
Rate is 7.66% and average Failing Rate is 3.34%. Moreover, the scheme performs
better when QP is larger. This is because that the number of BSM blocks will
increase when QP increasing and more macroblocks will satisfy criterion 1. As
Table 2, the failing rate of criterion 2 will be higher than that of criterion 1.
Comparing the performance of FDVS, FDVS+MR and Prop, Prop+MR in Ta-

Fig. 7. Search distance difference of FDVS and ULP on each mode. (FDVS-ULP)
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Table 2. Correlation of RDCs (P16x16 and P8x8) and best mode

Sequence Best Mode Better RDC
Appear in P16x16 P8x8

news BSM 91.72% 3.02%
SSM 0% 5.26%

foreman BSM 78.03% 10.09%
SSM 0% 11.88%

mobile BSM 47.65% 14.09%
SSM 0% 38.27%

Table 3. Performance of proposed mode reduction scheme

QP sequences coastguard foreman mobile news akiyo
24 Miss Rate(%) 29.15 17.95 25.02 4.01 0.72

Failing Rate(%) 4.57 4.68 10.24 2.79 3.25
28 Miss Rate(%) 20.69 10.72 20.61 2.67 0.31

Failing Rate(%) 4.37 3.97 10.71 2.30 2.15
32 Miss Rate(%) 13.33 5.93 14.55 1.68 0.14

Failing Rate(%) 3.50 2.83 9.74 1.59 1.07
36 Miss Rate(%) 6.05 2.70 7.70 0.87 0.06

Failing Rate(%) 2.38 1.61 5.38 1.03 0.35
40 Miss Rate(%) 1.07 1.18 3.85 0.48 0.03

Failing Rate(%) 1.34 0.98 1.98 0.58 0.13

ble 1, we find that methods with mode reduction perform 39.33% faster than
methods without mode reduction, PSNR dropping and bitrate increasing is neg-
ligible, which are 0.029 and 0.61%, respectively. The search distance comparison
of FDVS and Prop methods are figured in Fig.7 and the performance of ME
time, PSNR and bitrate are tabulated in Table 1. Compared to FDVS method,
Prop method uses only 39.54% ME time, the PSNR and bitrate performance is
similar (0.008 PSNR dropping and 0.3% bitrate decreasing). Even compared to
the FFS method, PSNR dropping of Prop+MR method is only 0.058 and bitrate
increasing is 1.18%, with about 9 times faster ME time.

5 Conclusion

We proposed a fast multi-frame based ME algorithm for H.264 in this paper.
Both temporal and spatial correlations are exploited to improve the coding speed.
Moreover, a mode reduction scheme with adaptive threshold is introduced to fur-
ther improve the performance. The mode reduction scheme can be easily com-
bined with other fast algorithm to achieve better performance. Experimental re-
sults show that the proposed algorithm improves the coding speed by an average
of 9 times faster than FFS and about two times faster than FDVS method which
only employs temporal correlation, the PSNR dropping and bitrate increasing
are negligible.
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Abstract. The high computation burden of mode decision procedure is a 
challenge to extensive application of H.264/AVC. In this paper, we present a 
binary mode decision scheme that intra/inter coding mode is decided without 
performing the exhaustive spatial prediction and motion estimation search. This 
decision algorithm is based on spatio-temporal feature of current macroblock. 
And a fast adaptive intra prediction algorithm is provided for further timesaving. 
By avoiding a large amount of prediction processing, the computation 
complexity can be greatly reduced. Experimental results indicated that the 
proposed algorithm, compared by full-search algorithm, can achieve reduction of 
54.60% encoding time on average, with a negligible average PSNR loss of only 
0.0085 dB and a mere 0.28% bit-rate increase.  

Keywords: video compression, H.264/AVC, intra/inter mode decision, 
spatio-temporal correlation, adaptive intra prediction. 

1   Introduction 

H.264/MPEG-4 Part 10 Advanced Video Coding (AVC) [1], which was developed by 
the Joint Video Team (JVT) of ISO/IEC MPEG and ITU-T VCEG, is a powerful and 
high performance video compression standard. To achieve high coding efficiency, it 
employs many new techniques, such as spatial prediction in intra coding, adaptive 
block size motion compensation, multiple reference pictures, and so on. Especially, 
the complex encoding modes, including intra and inter modes, obtain notable coding 
gains. Fig.1 shows all the encoding modes of H.264/AVC, which are classified as 
three levels.  

Intra prediction is necessary for inter frame to get more precise prediction and 
prevent the error drift. When the scene is changed suddenly or object motion is too 
large to get a precise temporal prediction, the amount of intra mode is increased a lot. 
H.264/AVC encoder checks all the intra prediction modes for intra frame, while all the 
intra and inter modes for inter frame. In order to choose an optimal coding mode for a 
macroblock (MB), it calculates the rate-distortion cost (RD cost) of every possible 
mode and chooses the mode having the minimum cost. And this process is repeatedly 
carried out for all MBs. So the computation complexity is extremely high. 
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Fig. 1. The three-level structure of modes in H.264/AVC. The first level is a binary decision, 
intra or inter. And then in the second level, modes are classified by block size, respectively. For 
intra modes, there are intra4 4, intra16 16 and added intra8 8 in FRExt profiles, while 
there are SKIP, 16 16, 16 8, 8 16 and 8 8 block sizes for inter modes. In the third level, 
for each block type of intra modes, there are several directional modes. And for inter 8 8 
block type, it can be further divided as 8 8, 8 4, 4 8 and 4 4. 

Therefore, it is desirable to make a coarse-level mode decision about whether intra 
or inter mode to perform. 

A few approaches have been proposed about fast intra/inter mode decision 
algorithm. Y.K. Chen et al. [2] proposed a fast intra/inter mode selection scheme by 
considering both prediction residual and motion vectors (MV). To facilitate video 
transmission over networks, D.S. Turaga and T. Chen [3] using the maximum 
likelihood (ML) criterion to make classification based mode decision. However, these 
schemes are not suitable for H.264/AVC since it has more complex modes. C.S. Kim 
and C.C. Kuo [4] decided the mode using the expected risk of choosing the wrong 
mode in a multidimensional feature space. It gets little R-D loss, but the computation 
reduction is limited. 

In this paper, we propose an efficient intra/inter mode decision algorithm. We 
predict the proper class coding mode (intra or inter) and only perform the modes of 
chosen class. The classification is based on spatio-temporal correlation. Then, the 
specific intra type is chosen for a fine-level mode decision.  

This paper is organized as follow: In section 2, spatio-temporal model is shown in 
detail. And the further adaptive fast intra prediction algorithm is proposed in section 3. 
The experiment result is shown and analyzed in section 4. 

2   The Spatio-temporal Model and Intra/Inter Decision  

H.264/AVC employs RDO procedure to estimate the cost by the following equation: 

)|,,()|,,(),|,,( modmod QPModeCSRQPModeCSSSDQPModeCSJ ee ⋅+= λλ  (1) 
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where QP is the quantization parameter, mode is the Lagrange multiplier for mode 
decision, SSD is the sum of the squared differences between the original block 
luminance (denoted by S) and its reconstruction C, and R(S, C, Mode|QP) represents 
the number of bits associated with the chosen mode. In most conditions, the amount 
of bits needed for DCT coefficients is increasing when SSD is increasing. So the 
difference between S and C is vital for the whole RDO cost. Inter mode exploits the 
temporal correlation across frames and intra mode is used to reduce the spatial 
correlation.  

2.1   Spatial Correlation 

There exist many effective techniques for detecting spatial features of images [5], [6]. 
But from our observation, the edge information has a correlation to encoding modes. 

A region is homogeneous if the textures in the region have very similar spatial 
property. And the homogeneous region has a high spatial correlation. An effective 
way of determining homogeneous regions is to use the edge information, as the video 
object boundary usually exhibits strong edges. Another reason is when the moving 
object occupied a large area and moved fast, MBs in the edge are coded as intra block 
usually. So the edge information has a correlation to encoding modes. 

Considering the reason above and computation complexity, we choose edge 
information to detect the spatial features of images. Furthermore, the JVT 
recommended fast intra and inter mode decision algorithms also used edge 
information [7] [8]. They can be performed in the second or third level mode decision 
without extra computation. 

At first, apply the Sobel operator to each pixel of current image. It is calculated by 
the Equation (2), and then the amplitude (Amp) is derived by Equation (3). We select 
the 16×16 block as the basic unit to create edge histogram. Amp16×16 is obtained using 
Equation (4) to present the spatial characteristics in the following algorithm. 
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2.2   Temporal Correlation  

In this paper, we used the difference of current MB and reference MB to present the 
temporal correlation. How to find the reference MB is a key of the efficiency of our 
decision algorithm. It is the fact that the sum of absolute (SAD) values of current MB 
and the MB under proper predictive MVs (PMV) in the reference frame are much less 
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than others. We use PMV defined in [1] in order to avoid 16× 16 motion estimation. 
And then, the temporal domain feature is presented by ×16 which is defined as 
difference between current MB and the MB referred by PMV in the reference frame. 
The location of the two MBs is dedicated in Fig. 2. 

 

Fig. 2. Locations of current MB and PMV corresponding MB    

×16 is calculated using Equation (5). 
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x(i, j) and y(i+PMVx, j+PMVy) denote the pixels at location (i, j) in the current frame 
and pixels at location (i+PMVx, j+PMVy) in reference frame. 

2.3   Spatio-temporal Correlation 

For observing the features of intra and inter in spatio-temporal domain, we run 
H.264/AVC reference software JM9.5 [9] under the test conditions in Section 6. Part 
of results is depicted from Fig. 3, corresponding to 100 frames of “Foreman”. 

As shown in Fig.3, the whole feature space is divided into two areas by a line y= ×x. 
These facts below can be observed: 

(1)A majority of samples congregate in area (1) and almost the whole samples in 
area (1) are inter blocks. In area (1), sample’s temporal correlation is much higher than 
its spatial correlation. If the block is coded by intra modes, the residues will be much 
larger than it coded by inter modes. If we can specify whether current block belongs to 
this area, the whole needless intra prediction process is avoided. The computation 
complexity can be reduced greatly. 

(2) Only a minority of samples are distributed in area (2) in which inter blocks and 
intra blocks are mixed together. In this area, the difference between fintra and finter is 
smaller than that in area (1). So other parameters of Equation (1) make a more impact 
on the final results. It is hard to predict whether intra or inter mode is the optimal one. 

Based on analysis above, proposed intra/inter decision strategy is to filter out 
unlikely intra modes by spatio-temporal correlation, i.e. we only specify the area (1),  
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Fig. 3. Distribution of intra and inter blocks in spatio-temporal correlation domain 

where fintra > × finter.. If spatio-temporal correlation of current block is satisfied below 
Equation (6), we think it must be locate in area (1) and only perform inter prediction 
modes on it. From our experiments, we found that 3/)52( QPk +=  is an empirical 
threshold to obtain a good trade-off between coding efficiency and complexity. 

0intint >⋅− erra fkf  (6) 

3   Adaptive Fast Intra Type Decision Algorithm 

When Equation (6) is not satisfied, both intra and inter mode will be performed. If fast 
algorithm is developed for the sub-decision, the further time saving of the whole 
encoding procedure will be obtained. 

In our previous work [10], we had developed a fast algorithm to decide whether 
intra4×4 or intra16×16 is optimal. As intra4×4 is well suit for blocks with detailed 
information and intra16×16 is suit for smooth ones, the decision algorithm is based 
on the smoothness detection. Usually, the block in edges is not smooth. So we use 
edge information to decide whether current block is smooth. The amplitude of the 
maximum cell of edge histogram is called Ampmax. The Fig.4 shows the relationship 
between Ampmax and intra types. In statistically, intra16×16 blocks have much lower 
Ampmax value than intra4×4 blocks. In this paper, the algorithm is improved by 
adding threshold T16×16 and changing static thresholds to adaptive ones. If Ampmax < 
T16×16, choose intra16 16. If Ampmax > T4×4 , choose intra4 4. Else, perform the two 
block types. 

As depicted from Fig. 4, the blocks with large Ampmax may be coded in intra16×16 
under the condition of low bit-rate, whereas they could be coded in intra4×4 when in 
high bit-rate. In order to accurately apply our proposed algorithm in different bit-rate, 
the adaptive threshold is necessary. We do another group experiments to find out more  
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Fig. 4. Comparision of the Amp
max 

of intra4×4 blocks and intra 16×16 blocks. In statistically, 
intra16×16 blocks have much lower Amp

max
 value than intra4×4 blocks and larger QP will result 

in larger block type. 

exact laws of threshold changing. For each QP condition, we test a range of 
thresholds, and get the best one with highest performance. Through a huge amount of 
experiments, the adaptive threshold T16×16 and T4×4 is generated by an empirical trend.  

8/3
1616 45.0 QPT ×=× ,   

2
44 585.27 QPT ×=×  

(7) 

4   Simulation Results 

Our proposed algorithm was implemented into the reference software JM9.5 provided 
by JVT [9], tested on five standard QCIF (352×288) sequences (Foreman, News, Silent, 
Container, and Paris) and three 480i (704×480) sequences (Mobile, News, and 
Teacher). Each QCIF sequence has 100 frames and 480i sequence has 50 frames. We 
compared our proposed technique with the original JM9.5. The simulation condition is 
as: main profile, search range = 16, reference frame =1, RDO=1, CABAC, and picture 
structure is IPPP (only first frame is intra frame). The performance is evaluated by the 
difference of coding time ( T), the PSNR difference ( PSNR_Y) and the bit-rate 
difference ( BITS). 

Table 1 tabulate the comparison results (QP=24, 28, 32, 36) of QCIF and Table 2 is 
the results of 480i. In these tables, positive number means increasing, and negative 
number means decreasing. On average, our proposed scheme is able to achieve a 
reduction of 54.60% encoding time, with a negligible average PSNR loss of only 
0.0085 dB and a mere 0.28% bit-rate increase. The result of each QCIF sequence in 
Table 1 is an average data of the four different QP. Furthermore, the result of Table 2 is 
more detailed to compare the experiment results under different QP. It can be seen that 
the algorithm performs efficiently varying from high bit-rate to low bit-rate.  

However, the time saving is a little lower with large QP. The reason is that large QP 
counteracts the influence of spatio-temporal correlation. When QP is increasing, more 
and more inter and intra samples mixed together. 
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Table 1. Comparison results using five standard QCIF sequences 

Sequence T PSNR_Y(db) BITS 
Foreman -46.81% -0.0175 0.13%

News -53.61% -0.0275 0.42%
Container -55.56% -0.02 0.27%

Silent -54.19% 0.01 0.13%
Paris -60.36% 0.0075 0.03%

average -54.11% -0.0095 0.20%

Table 2. Comparision result of 480i sequences under different QP 

QP Sequence T PSNR_Y(db) BITS 
Mobile -69.34% -0.01 0.00%
News -57.71% -0.01 0.46%

24 

Teacher -46.54% 0 -0.10%
Mobile -66.92% -0.01 0.06%
News -58.95% -0.02 0.64%

28 

Teacher -49.34% 0 -0.23%
Mobile -64.42% 0 0.18%
News -54.80% -0.02 0.69%

32 

Teacher -42.42% 0 1.10% 
Mobile -57.46% 0 0.06% 
News -57.71% -0.02 1.13% 

36 

Teacher -58.95% 0 0.22% 
average -55.09% -0.0075 0.35% 

 

Fig. 5. Computation complexity compared on sequence foreman, 100 frames. RD performance 
compared with sequence foreman, 100 frames. 

Fig.5 compared the performance of full search algorithm of JM9.5, our proposed 
algorithm and only-using-inter-mode strategy. The computation complexity of 
proposed algorithm is much less than the full search algorithm of JM and it is very close 
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to only-inter strategy. And the RD performances of the three strategies are compared. 
The curve of full search algorithm is the optimal one, and our proposed one is very 
closed to it and better than the performance of only-using-inter-mode strategy. 

5   Conclusion 

In this paper we proposed a binary intra/inter mode decision scheme. We analyze the 
correlation between spatio-temporal feature and prediction modes. By judging the 
attribute of current MB in feature space, we predict the encoding mode without 
performing the exhaustive spatial prediction and motion estimation search. Using a 
dynamic adjusted threshold, the proposed algorithm will be applied in different 
bits-rate environments. Experimental results indicate that the proposed algorithm, 
compared by full-search algorithm, can achieve 54.60% time saving, while 
maintaining the same rate distortion performance as full search algorithm. It should be 
note that the thresholds are generated by experiment, and it can be adjusted according 
to different requirement of trade-off between efficiency and complexity.  
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Abstract. Scalable audio coding technique such as MPEG-4 Scalable
Lossless coding (SLS) is a unified solution for demands in high-compression
perceptual audio and high-quality lossless audio. It provides a fine-grain
scalable extension of the well-known MPEG-4 Advanced Audio Coding
(AAC) perceptual audio coder up to fully lossless reconstruction at word
lengths and sampling rates typically used for high-resolution audio. Re-
cently, the combination of SLS and AAC is renamed as “High Definition
Advanced Audio Coding” (HD-AAC). It is observed that HD-AAC can
be further improved at intermediate enhancement bitrate for many audio
sequenceswhen the core bitrate is low. Based on this observation, a Switch-
able Bit-Plane Coding (SBPC) is proposed in this paper. The SBPC con-
sists of a normal BPC and a Prioritized BPC (PBPC). The corresponding
optimal bit-plane coding method is switched into action according to the
residual energy distribution in different frequency ranges. With the SBPC,
the bit-plane coding for scalable audio can be implemented in a perceptu-
ally more efficient manner, and the perceptual quality of the audio under
aforementioned scenario is much improved and stable.

1 Introduction

With advances in broadband networking and storage technologies, the capacities
of more and more digital audio applications are approaching those for delivery
of high sampling rate, high resolution digital audio at lossless quality. On the
other hand, there are still applications such as wireless devices that require high-
compression audio. Envisioning of such variable needs, the international stan-
dardization body MPEG has recently released a scalable tool for lossless audio
coding named MPEG-4 SLS [1] coding. The combination of SLS and MPEG-4
AAC [2] which is referred to as HD-AAC integrates the functionalities of lossless
audio coding, perceptual audio coding, and fine granular scalable audio coding in
a single framework. As such, it provides a universal digital audio format that can
be used in a variety of application domains such as professional audio, internet
music, consumer electronics and broadcasting.

T.-J. Cham et al. (Eds.): MMM 2007, LNCS 4351, Part I, pp. 576–585, 2007.
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Like most of general scalable audio coding schemes, HD-AAC employs two
layers - an AAC core layer and an enhancement layer. The scalable enhancements
are achieved through sequential bit-plane coding of the residual signals between
the original and AAC encoded spectrum. This scalable coding scheme works
efficiently when the core AAC layer is with high bitrate so that the quantization
noise are all below the psychoacoustic mask, and the perceptual information is
mostly reserved in the AAC coded format. However, when the AAC core bitrate
is low, the spectral shape of the residual signal is far from the optimal as in
these cases noise shaping is usually performed in only limited frequency range.
This will directly result in non-optimal perceptual quality of output audio at
intermediate bitrate.

With this concern, there were several approaches that target at improving
the efficiency of bit-plane coding for scalable audio. It is mentioned in [3] that
the psychoacoustic information like just noticeable distortion can be applied
in the bit-plane coding process for a perceptually more efficient enhancement
coding. An issue of this approach is the non-negligible amount of extra side
information which can be risky for low bitrates. Another approach that gets
rid of extra perceptual side information is Embedded Audio Coding (EAC)[4]
with implicit auditory mask. However, its criteria to determine the priorities of
bit-planes and implicit audio mask calculations involve considerable amount of
coding complexity.

This paper presents a computationally simple yet efficient SBPC that is fa-
vorable for scalable audio with low core bitrate. In this approach, the whole
frequency spectrum is divided into a Low Frequency (LF) and a High Frequency
(HF) region. The SBPC is composed of two bit-plane coding methods: a normal
BPC and the PBPC. When the residual energy distribution in the LF and HF
are balanced, normal BPC is applied. Otherwise, the PBPC is switched into ac-
tion. Since the SBPC fully utilizes the distribution feature of residual energy, the
perceptual quality of the audio under aforementioned scenario is much improved
with negligible amount of extra side information. The rest of this paper is orga-
nized as follows. Firstly, a short overview over HD-AAC and its corresponding
issue for bit-plane coding are given. It is followed by the detailed description
about the SBPC and the way it is integrated into HD-AAC. Finally, extensive
results are provided to verify the efficiency of the SBPC.

2 Overview of HD-AAC

2.1 System Structure

The system diagram of the HD-AAC codec is shown in Fig. 1, which comprises
of two distinguished layers in both the encoder and decoder namely a core layer
and Lossless Enhancement (LLE) layer.

In the HD-AAC encoder, the input audio in integer PCM format is losslessly
transformed to the frequency domain by using the Integer Modified Discrete Co-
sine Transform (IntMDCT) [5]. The resulting IntMDCT coefficients are passed
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Fig. 1. Structure of HD-AAC encoder and decoder

to the AAC encoder to generate the core layer AAC bitstream. In the AAC
encoder, transformed coefficients are first grouped into scalefactor bands (sfbs)
which are then quantized with an non-uniform quantizer.

In order to efficiently utilize the information of the spectral data that has been
carried in the core layer bitstream, the error-mapping procedure is employed to
generate the residual spectrum coded in the LLE layer by subtracting the AAC
quantized spectrum from the original spectrum. The residual spectrum is then
coded using Bit-Plane Golomb Code (BPGC) [6] to generate the scalable LLE
layer bitstream. As illustrated in Fig. 2, the Most Significant Bit (MSB) for spec-
tral data from all sfbs are coded first. Subsequently, the coding process is pro-
gressed to the following bit-planes until it reaches the Least Significant Bit (LSB)
for all sfbs by using arithmetic code with a structural frequency assignment

Q[j] =
{ 1

1+22j−L , j ≥ L
1
2 , j < L

(1)

where j is the current bit-plane to be coded, and Lazy plane parameter L can
be selected using the adaptation rule. BPGC will enter into absolute lazy-mode
coding from the fifth bit-plane afterwards. As the final step of the encoder, the
output of LLE bitstream is multiplexed with the core AAC bitstream to produce
the final HD-AAC bitstream.
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Fig. 2. Bit-plane coding order adopted in HD-AAC

2.2 Perceptual Issue for Bit-Plane Coding

When the bitrate for AAC core layer is relatively low, e.g., less than 64kbps, the
quantization noise of most coded signal will roughly follow the shape of original
signal. Fig. 3 depicts the signal, allowed distortion and quantization noise energy
(one channel of one frame) for an excerpt named dcymbals.wav that coded at
32kbps. The adopted AAC coder is the one in Reference Model (RM) of SLS.
The allowed distortion d is computed as

d[k] =

⎧⎨
⎩

E[k] × m[k], Ek > 70dB and m[k] < 1
E[k], Ek > 70dB and m[k] ≥ 1
E[k] × 1.1, otherwise

(2)

k = 0, . . . , K

where k denotes the sfb number, K is the maximum number of sfbs, E[k] is the
signal energy and m[k] is the mask to signal ratio calculated by the psychoacous-
tic model. The whole sfbs are divided into the LF and the HF region. Normally
for K = 48, sfbs 0 ∼ 24 and 25 ∼ 48 belong to the LF and the HF, respectively.

When the noise energy distributed in two frequency domains are almost bal-
anced, e.g., the excerpt in Fig. 3, it is reasonable for a normal bit-plane scanning
with the order from first sfb to the last sfb as mentioned in the previous section.
However, when the residual energy of an audio sequence performs a certain level
of unbalanced distribution in two frequency ranges as shown in Fig. 4, the sfbs
should not be treated fairly anymore. Intuitively, it is perceptually more efficient
to encode those sfbs contain dominant quantization noise, so that much noise
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Fig. 3. Plot of signal, mask and quantization noise energy (1 frame) for dcymbals.wav
coded by AAC at 32kbps

can be masked after enhancement coding. In other words, the PBPC method
should be applied to achieve optimal quality in this case. This idea is further
elaborated in next section.

3 Switchable Bit-Plane Coding

3.1 Basic Structure

In order to optimize the bit-plane coding for the case in Fig. 4, PBPC is proposed
as an alternative coding method of the normal BPC. For each audio sequence, the
optimal bit-plane coding should be switched into action according to the residual
energy distribution. The basic structure of HD-AAC with SBPC is depicted
in Fig. 5. For each frame, a decision will be made to determine the bit-plane
coding method according to the AAC quantization information. Specifically, if
the frame is identified as balanced, the residual signals from error mapping can
be bit-plane encoded using the sequential order as shown in Fig. 2. Otherwise,
this frame should be coded in a prioritized manner such that those sfbs with
dominant quantization noise can be encoded first.

It should also be noted that thought one bit for each frame is needed to
specify the corresponding coding scheme, the reserved bit for LLE coding can
be adopted for this application and it incurs no extra payload. The detailed
switching criteria and coding algorithm of the PBPC will be elaborated in later
sections.
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3.2 Prioritized Bit-Plane Coding

When the noise energy distribution is detected to be unbalanced, PBPC will be
switched on and high priority are assigned to the non-lazy bit-planes in the LF.

The coding method of PBPC is depicted in Fig. 6. The LF and HF regions are
treated as two independent objects to be coded for non-lazy bit-planes. The coding
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Fig. 6. Prioritized Bit-Plane Coding

starts from the MSB of LF sfbs, all the way till the Lazy plane of the LF is reached.
The MSB of the HF region will start when the top 4 bit-planes of the LF sfbs are
coded. When the top 4 bit-planes of HF sfbs are also finished, the lazy mode cod-
ing begins. For lazy bit-planes, the LF and HF sfbs are no longer considered as
independent and the coding sequence will be the same as the one in Fig. 2.

It can be easily understood that for high coding bitrates that the lazy mode
coding can be reached, the coding results will be almost the same for two bit-
plane coding methods. However, for the bitrates that only non-lazy coding is
available, the PBPC method will show considerable advantages for unbalanced
audio sequences. This will be demonstrated in Section 4.

3.3 Switching Criteria

The criteria for determining whether a frame is balanced or not is crucial for the
optimized quality. Let EL be the sum of the quantization noise energy for LF
sfbs, i.e.

EL =
24∑

i=0

O[i+1]−1∑
k=O[i]

(c[k] − a[k])2 (3)

where O[i] is the offset spectrum number for sfb i, c[k] is the IntMDCT coeffi-
cient and a[k] is AAC encoded coefficient. Further define EH as the remaining
quantization noise energy in HF, i.e.

EH =
48∑

i=25

O[i+1]−1∑
k=O[i]

(c[k] − a[k])2 (4)

A frame is considered to be unbalanced when

EL − EH

EH
≥ TB (5)
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Table 1. Performance of HD-AAC using SBPC Comparing with that using normal
BPC

(16+128)kbps
Items NMR (dB) ODG
(.wav) HD-

AAC
EN HD-
AAC

Impro-
vement

HD-
AAC

EN HD-
AAC

Impro-
vement

avemaria -0.50 -3.75 3.25 -2.52 -1.92 0.60
broadway 4.65 3.13 1.52 -3.16 -2.77 0.39
dcymbals 1.29 1.28 0.01 -2.20 -2.20 0.00
etude 0.20 -3.28 3.49 -2.72 -2.00 0.72
flute -0.03 -2.08 2.05 -3.36 -2.67 0.69
haffner 0.02 -3.31 3.32 -1.96 -1.92 0.04
mfv 0.89 -2.97 3.85 -3.35 -1.70 1.65
average 2.50 0.59

(16+192)kbps
Items NMR (dB) ODG
(.wav) HD-

AAC
EN HD-
AAC

Impro-
vement

HD-
AAC

EN HD-
AAC

Impro-
vement

avemaria -3.24 -5.95 2.71 -1.83 -1.14 0.69
broadway 3.58 -1.78 5.36 -2.70 -1.76 0.94
dcymbals -0.18 -0.77 0.59 -1.63 -1.55 0.08
etude -2.47 -5.63 3.16 -2.05 -1.22 0.83
flute -3.23 -6.27 3.04 -2.74 -1.95 0.79
haffner -2.55 -5.74 3.19 -1.12 -0.88 0.24
mfv -1.98 -4.25 2.28 -2.45 -1.58 0.88
average 2.90 0.63

(32+128)kbps
Items NMR (dB) ODG
(.wav) HD-

AAC
EN HD-
AAC

Impro-
vement

HD-
AAC

EN HD-
AAC

Impro-
vement

avemaria -1.48 -4.62 3.14 -2.50 -1.64 0.86
broadway 3.03 1.85 1.18 -3.04 -2.70 0.35
dcymbals 1.21 1.21 0.00 -2.16 -2.16 0.00
etude -0.94 -4.21 3.27 -2.70 -1.70 0.99
flute -2.31 -3.83 1.53 -3.24 -2.65 0.59
haffner -0.42 -3.86 3.44 -1.91 -1.83 0.07
mfv -1.74 -4.17 2.43 -3.11 -1.59 1.52
average 2.14 0.63

(32+192)kbps
Items NMR (dB) ODG
(.wav) HD-

AAC
EN HD-
AAC

Impro-
vement

HD-
AAC

EN HD-
AAC

Impro-
vement

avemaria -4.44 -6.61 2.17 -1.68 -1.15 0.52
broadway 1.33 -2.66 3.99 -2.60 -1.74 0.86
dcymbals -1.06 -1.38 0.33 -1.50 -1.50 0.00
etude -3.98 -6.34 2.37 -1.89 -1.23 0.66
flute -5.42 -7.78 2.36 -2.46 -1.85 0.61
haffner -3.67 -6.03 2.36 -1.01 -0.88 0.13
mfv -4.16 -5.73 1.58 -2.15 -1.37 0.78
average 2.16 0.51
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where TB is a global threshold value that is a non-increasing function of available
LLE bitrate B

TB = f(B) (6)

f ′(B) ≤ 0, B25
0 < B < B48

3

with Bs
j′ indicating the LLE bitrate that is able to encode the remaining spec-

trum up to sth sfb of the bit-plane that with distance of j′ from the MSB. It
can be easily understood from Fig. 6 that with above bitrate range, optimized
quality of coded audio can be achieved through switching of suitable bit-plane
coding method. Certainly the required bitrate for each frame is different, and
the above bitrate range is just a rough estimation of average values.

4 Performance

We shall compare the perceptual quality of the enhanced HD-AAC with SBPC
with that of the original HD-AAC at various intermediate rates by using Noise
to Mask Ratio (NMR) and Objective Difference Grade (ODG) measurements.
In our evaluation, we used the standard MPEG-4 audio test sequences, which
include 7 stereo music files sampled at 48 kHz, 16 bits/sample. The results are
illustrated in Table 1, where four bitrate combinations with AAC core bitrate
at 16 and 32 kbps and LLE bitrate at 128 and 192 kbps are used for testing.

From these results, it can be seen that for all these bitrates combinations,
HD-AAC with SBPC achieves improvements on both NMR and ODG values
compared with the results of the original HD-AAC. The improvement is very
significant for some unbalanced audio sequence such as mfv.wav. Moreover, the
quality of different types of audio coded by the enhanced HD-AAC is more
stable at same bitrate. It is also worth to note that for the sequences named
dcymbals.wav and haffner.wav, the improvements are marginal. The reason is
that dcymbals.wav is a very balanced audio sequence and PBPC will be seldom
switched on. As a result, the coding of such a sequence is almost the same as
the one using the original BPC. While for haffner.wav, as the quantization noise
for this sequence is already quite small compared with normal sequences, the
improvements is marginal due to the quality saturation.

5 Conclusions

In this paper, a novel bit-plane coding methodology named Switchable Bit-Plane
Coding is proposed to study the perceptual optimization on the coding of en-
hancement layers for scalable audio with a low-bitrate core layer. By switching
the coding method according to the quantization information from core layer,
the LLE bit-plane coding is performed in a more efficient manner. The percep-
tual quality of output audio at intermediate bitrates is improved by using the
proposed method comparing with the original HD-AAC for most of audio se-
quences. Meanwhile, this is achieved without introducing any overhead in terms
of computational complexity or lossless coding efficiency.
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Abstract. Images annotation is the main tool for associating a seman-
tic to an image. In this article we are interested in the semi-automatic
annotation of images data. Indeed, with the great mass of data man-
aged throughout the world and especially with the Web, the manual an-
notation of these images is almost impossible. We propose an approach
based on neighborhood graphs offering several possibilities: content-based
retrieval, key-words based interrogation, and the annotation which con-
cerns us in this article. The approach we are proposing offers, as the
experiments section shows it, very interesting annotation results while
satisfying the scalability criteria which is a very significant point in this
context where the mass of data is very important.

1 Introduction

Among the multimedia data types, image undoubtedly constitutes the more
used type. Indeed, its use is in various fields like medicine, museums, astronomy,
etc. To be able to interact with these data, a lot of work was carried out for
their automatic processing [22]. Large panoply of image segmentation, analysis,
and interrogation tools exists offering interesting results. However, this does not
solve definitely the involved problems in the imagery such as the segmentation
problem which remains always an open problem [16].

Another challenge in this domain is the semantics association to an image.
Indeed, image processing methods associate for each image a features vector
(or vectors) calculated on the image. These features are known as ”low level
features” (color, texture, etc.). The interrogation of an image database is then
done by introducing an image query into the system and its comparison to the
available ones using similarity measures [22]. Thus, no semantics is associated
to images with this process.

The common way for semantics assignment to an image is the annotation.
Multimedia data annotation is the task of assigning, for each multimedia docu-
ment or for a part of the multimedia document, a keyword or a list of keywords
describing its semantic contents. This function can be considered as a mapping
between the visual aspects of the multimedia data and their high level charac-
teristics. In this article, we are interested in the semi-automatic annotation of
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images in order to assign a semantic to images. We consider the semi-automatic
annotation because it requires the user intervention to validate the system’s de-
cisions. The rest of this article is organized as follows: Section 2 presents some
related work to images annotation context. Section 3 introduces neighborhood
graphs. Our method for images annotation is discussed in Section 4. We present
the performed experiments in Section 5. We will finish by a conclusion and give
future directions of our work in Section 6.

2 Related Work

There are three types of image annotation techniques: manual, semi-automatic,
and automatic. The first annotation type is carried out manually by human
charged to allot for each image a set of keywords. The automatic annotation is
carried out by a machine and aims to reduce the user’s charge. The first type of
annotation increases the precision and decreases the productivity. The last type
as for it, decreases the precision and increases its productivity. In order to make
a compromise between these two tasks, their combination became necessary.
This combination is named the semi-automatic annotation. Furthermore, image
annotation can be performed on two levels: the local level and the global level.
In the local level, the image is regarded as a set of objects. The annotation aims
to affect for each object a keyword or a list of keywords to describe it. The global
level as for it, concerns the whole image and assigns a list of keywords to describe
its general aspect. The two approaches, the first one more than the second one,
depend considerably on the quality of the image segmentation. Unfortunately,
image segmentation remains always a challenge and a lot of work concentrate
on this topic [17].

There does not exist a lot of work on the automatic annotation of images.
There are methods which apply a clustering of the images and their associated
keywords in order to make it possible to attach a text to images [1][2][3]. With
these methods, it is possible to predict the label of a new image by calculating
some probabilities. Minka and Picard [13] proposed a semi-automatic image
annotation system in which the user chooses the area to be annotated in the
image. A propagation of the annotations is carried out by considering textures.
Maron et al., [11] studied the automatic annotation using only one keyword
at the same time. Mori et al., [19] proposed a model based on co-occurrences
between images and keywords in order to find the most relevant keywords for an
image. The disadvantage of this model is that it requires a large training sample
to be effective. Dyugulu et al., [4] proposed another model, called translation
model, which is an improvement of the co-occurrence model suggested by Mori
et al., [19] by integrating a training algorithm. Probabilistic models such as
Cross Media Relevance model [8] and Latent Semantic Analysis [12] were also
proposed. Jia and Wang [10] use the two-dimensional hidden markov chains to
annotate images. These works operate mainly on the local level (consider the
objects of an image).
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Our work, as the work of Barnard and Forsyth [1], concerns the global level.
We use a prediction model (neighborhood graphs) to annotate an image col-
lection. The method we are proposing can be adopted easily for a local level
annotation.

3 Neighborhood Graphs

Neighborhood graphs are used in various systems. Their popularity is due to the
fact that the neighborhood is determined by coherent functions which reflect, in
some point of view, the mechanism of the human intuition. Their use is varied
from information retrieval systems to geographical information systems.

In order to avoid some problems related to the use of the k-NN, the use of
neighborhood graph was proposed in [15]. Neighborhood graphs, or proximity
graphs, are geometrical structures which use the concept of neighborhood to
determine the closest points to a given point. For that, they are based on dis-
similarity measures [21]. We will use the following notations throughout this
paper: Let Ω be a set of points in a multidimensional space Rd. A graph G(Ω,ϕ)
is composed by the set of points Ω and a set of edges ϕ. Then, for any graph we
can associate a binary relation upon Ω, in which two points (α, β) ∈ Ω2 are in
binary relation if and only if the pair (α, β) ∈ ϕ. In an other manner, (α, β) are
in binary relation if and only if they are directly connected in the graph G. From
this, the neighborhood N (α) of a point α in the graph G, can be considered as
a sub-graph which contains the point α and all the points which are directly
connected to it.

Several possibilities were proposed for building neighborhood graphs. Among
them we can quote the Delaunay triangulation [14], the relative neighborhood
graphs [20], the Gabriel graph [5], and the minimum spanning tree [14]. In this
paper, we’ll consider only one of them, the relative neighborhood graph RNG(see
Figure 1). Two points (α, β) ∈ Ω2 are neighbors in this graph if they check the
relative neighborhood property defined hereafter. Let H (α, β) be the hyper-
sphere of radius δ (α, β) and centered on α, and let H (β, α) be the hyper-sphere
of radius δ (β, α) and centered on β. δ (α, β) and δ (β, α) are the dissimilarity
measures between the two points α and β. δ (α, β) = δ (β, α). Then, α and β are
neighbors if and only if the lune A (α, β) formed by the intersection of the two
hyper-spheres H (α, β) and H (β, α) is empty [20]. Formally:

A (α, β) = H (α, β) ∩H (β, α) Then (α, β) ∈ ϕ iff A (α, β)∩ Ω = φ

4 Contribution

In this section, we will consider the following question:”Having a set of annotated
images, how can we proceed in order to annotate a new image introduced without
annotations?”. Formally, let us consider Ω a set of n images Ω = {I1, I2, ..., In}.
Each image Ii is described by a set of features < f1, f2, ..., fm > representing
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Fig. 1. Relative neighborhood graph

its low level characteristics and a list of keywords Wi = w1, w2, ..., wk. Then,
an image Ii can be described by a vector Ii =< f1, f2, ..., fm, Wi > where each
image can have a different number of keywords.

From that, having a new unlabeled image Ix =< f1, f2, ..., fn >, it is a ques-
tion of finding a model able to assign to the image Ix the labels being able to
describe its semantic aspect as close as possible. In other words, the goal is to
pass from a representation in the form of Ix =< f1, f2, ..., fn > to a representa-
tion in the form of Ix =< f1, f2, ..., fn, Wx >.

We believe that the problem of images annotation passes by two levels: the
data modeling (indexing) and the decision-making (effective annotation). These
two steps are described in the following.

4.1 Multidimensional Indexing

This is the first step in the annotation process. This step exploits the low level
characteristics (color, texture, etc.) extracted from the images. The images are
then represented in a multidimensional space Rp. The objective of this step, in
addition to the fast access to the data which is the main objective of an index,
is to make easy the neighbors location of an image (the images having rather
similar low level characteristics) in the considered multidimensional space.

Concretely, during this step the images of the database are processed and
transformed into a set of low level features vectors. Each image is then repre-
sented as a point in Rp and the graph is then built with respect to the cor-
responding neighborhood property. At the end of this step, we obtain a graph
representation of the image database and the system can answer to queries in
the Query by Image Content form. This step is described in [7].

4.2 Decision-Making (Effective Annotation)

In this phase, we assume that the data are indexed using a neighborhood graph.
The goal here is the effective attribution of the annotations to a new unlabeled
image. The main principle is the ”heritage”. Indeed, we make inherit an im-
age, after its insertion in the neighborhood graph, from the annotations of its
neighbors by calculating scores for each potential annotation.
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We can consider different manners to calculate the scores for the inherited
annotations. We give here a simple but a powerful function for illustrating our
proposals. This possibility consists in the consideration of the distances between
the query point and its neighbors. We use a weighting function and we give a
more important decision power to the nearest neighbors. So, more an image is
near (among the neighbors of the query image) more its decision power is impor-
tant. The attribution of the weights is performed using the following formula:

Wi = 1 − δ(βi, α)∑l
j=1 δ(βj , α)

where Wi: The weight affected to the neighbor i, and δ(βj , α): The distance
between the neighbor βj and the query point α.

After the weights attribution, a score is calculated for each annotation in the
neighborhood using the following function:

St =

∑l
j=1[t∈A(α) and βj∈V (α) ] Wj∑l

j=1 Wj

Where V (α) is the set of the neighbors of the query image α, t is a specific
annotation in the neighborhood, l is the number of neighbors of the query image
α, and βj is the neighbor j of the query image α .

4.3 Scalability of the Proposed Method

With the approach we are proposing, the decisions are taken in a coherent man-
ner thanks to the use of the neighborhood graphs (Use a similarity measure and
the topology of the points in the multidimensional space). However, neighbor-
hood graphs suffer from a major problem due especially to their high complexity.
Indeed, neighborhood graphs are efficient only when deal in with a few datasets
because of their complexity of O(n3).

The construction principle of the neighborhood graphs consists in seeking for
each point if the other points in the space are in its proximity. The cost of this op-
eration is of complexity O

(
n3

)
(n is the number of points in the space). Toussaint

[21] proposed an algorithm of complexity O
(
n2

)
. He deduces the RNG starting

from a Delaunay triangulation [14]. Using the Octant neighbors, Katajainen [9]
also proposed an algorithm of complexity. Smith [18] proposed an algorithm of
complexity O

(
n23/12

)
which is less significant than O

(
n3

)
. The major problem

with these algorithms is the fact that they are not able to update the initial
structure without rebuilding the whole structure.

The direct use of these algorithms is not suitable even with their low con-
struction complexity compared to the standard algorithm. This is due to two
reasons: (1) the large mass of the databases in the context of image databases,
and (2) an image database is currently updated with new images (other images
can be removed), unfortunately, the described algorithms do not offer a good



Neighborhood Graphs for Semi-automatic Annotation 591

results with regards to this function. We describe in the following an interesting
method for updating quickly and efficiently a neighborhood graph.

The neighborhood graph local update task passes by the location of the in-
serted (or removed) point as well as the points which can be affected by the
update. To achieve this, we proceed in two main stages: initially, we look for an
optimal space area which can contain a maximum number of potentially closest
points to the query point. The second stage is done in the aim of filtering the
items found beforehand in order to recover the real closest points to the query
point by applying an adequate neighborhood property. This last stage causes the
effective updating of the neighborhood relations between the concerned points.

The main stage in this method is the ”search area” determination. This can
be considered as a question of determining an hyper sphere of center α (the
query point) which maximizes the chance of containing the neighbors of α while
minimizing the number of items that it contains.

We exploit the general neighborhood graphs structure in order to establish the
radius of the hyper sphere. We are focusing especially on the nearest neighbor
and the farther neighbor concepts. So, two observations in connection with these
two concepts seem to be interesting:

– The neighbors of the nearest neighbor are potential candidates for the neigh-
borhood of the query point α.
From this, by generalization, we can deduce that:

– All the neighbors of a point are also candidates to the neighborhood of a
query point to which it is a neighbor.

With regard to the first step, the radius of the hyper-sphere which respect the
above properties is the one including all the neighbors of the first nearest neigh-
bor of the query point. So, considering that the hyper-sphere is centered in α,
its radius will be the sum of the distances between α and its nearest neighbor
and the one between this nearest neighbor and its further neighbor.

The content of the hyper sphere is processed in order to see whether there are
some neighbors (or all the neighbors). The second step constitutes a reinforce-
ment step and aims to eliminate the risk of losing neighbors or including bed
ones. This step proceeds so as to take advantage of the second observation. So,
we take all the truths neighbors of the query point recovered beforehand (those
returned in the first step) as well as their neighbors and update the neighborhood
relations between these points. An algorithm summarizing the different steps of
the method is discussed in [6].

That is, let consider α be the query point and β its nearest neighbor with a
distance δ1. Let consider λ be the further neighbor of β with a distance δ2. The
radius SR of the hyper sphere can be expressed as:

SR = (δ1 + δ2) × (1 + ε)

1+ε is a wideness factor. ε is a relaxation parameter, it is included in the interval
[0, 1] and can be fixed according to the state of the data (their dispersion for
example) or by the domain knowledge. We fixed experimentally this parameter
to 0.1.
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The complexity of this method is very low and meets perfectly our starting
aims (locating the neighborhood of points in an as short as possible time). It is
expressed by:

O(2n + n′3)

With

– n: the number of items in the database.
– n’: the number of items in the hyper sphere (<< n).

This complexity includes the two stages described previously, namely, the
search of the radius of the hyper sphere and the seek of the correct neighbors
which are in it corresponding to the term O(2n). This step includes the search
of the first-nearest neighbor (O(n)) and the search of the points contained in
the hyper-sphere. The second term corresponds to the necessary time for the
effective update of the neighborhood relations between the real neighbors which
is very weak taking into account the number of candidates turned over. This
complexity constitutes the maximum complexity and can be optimized by sev-
eral ways. The most obvious way is to use a fast nearest neighbor algorithm.
With this method, neighborhood graphs can be adopted to the context of large
databases. Figure 2 and Figure 3 illustrate and summarize the principle of the
method.

Fig. 2. Illustration of the first step of
the local updating method(Retrieving
of the search Area)

Fig. 3. Illustration of the second step of
the local updating method (application
of the desired neighborhood property in
the search area)

5 Experiments and Results

The validity and the utility of the obtained results using the method were shown
and discussed in [6] and its application to content based image retrieval is dis-
cussed in [7]. In this section, we will evaluate the images annotation.

The interest here is to show the utility of the suggested method for annotating
real image databases. To achieve that, we use an image database containing 1.000
heterogeneous images1. We pre-process the image database to extract the low
1 This database is available at http://wang.ist.psu.edu/docs/home.shtml
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level characteristics. We extract here only the color histograms of the three bands
of the RGB color space. We amputate from each histogram component the first
thirty values (black) and the last thirty values (white). So, at the end, each
image is represented by 588 color features. Figure 4 illustrates a visual example
about the obtained results by retrieving the database using two queries in an
image form.

Fig. 4. An example of a query by image content using two queries in an image form

After the low level features extraction, we annotate also the whole images and
we divide the database into two subsets:

– Training set: This set consists 70% of the images taken arbitrary. This first
dataset will be used to build the initial neighborhood graph. Let us announce
that the graph is built exclusively with the low level characteristics extracted
from the images, the annotations are not used during this stage.

– Test set: This set consists of 30% of the database’s items (the remaining
items), it is intended to be annotated using our approach. To annotate an
image belonging to this set, we introduce it as a query image in the graph,
previously built using the training set, and it is positioned (its neighborhood
is located and is updated) by using its low level characteristics. Note that the
initial annotations of these images are used only to compare the annotations
affected by the system and those affected by the user in order to evaluate
the general behavior of the approach.

The graphic of Figure 5 illustrates the obtained results.
So according to the results, we have some images which were not completely

annotated with the good annotations. This represents 35% the image database.
However, the results seem to be interesting since we obtain more than 60% of
the items with more than 50% of good annotation rate. Note that we performed
a simple experiments here and the results can be improved by using more low
level features (texture features for example).
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Fig. 5. Statistics of good annotation of
the general image database

Fig. 6. Scability of the method

6 Conclusion and Future Work

Content based information retrieval in image databases is a complex task because
of, mainly, the nature of the images data and the related subjectivity to their
interpretation. The development of adequate techniques for the exploitation of
the semantics of these data is necessary. Annotation constitutes the main tool for
associating a semantic to an image. In this article we were interested in the semi-
automatic annotation of images. Indeed, with the great mass of data managed
throughout the world and especially with the advent of the Web, the manual
annotation of these images is almost impossible. We proposed an approach based
on neighborhood graphs offering several possibilities: Content based retrieval,
keywords based retrieval, and the annotation with vote techniques. The approach
that we have proposed offers very interesting annotation results.

As future work, we plan to use other image analysis algorithm to improve
the annotation results since this is an important point as we showed it in the
experiments. Also, we plan to use another more important general database
to confirm and improve the results, this will enables us to compare our work
with other methods such as those quoted in the state of the art. Also, our
approach deals with the semi-automatic annotation, the next step is naturally
the integration of the user’s feedback in the annotation process. In another hand,
some annotation conflicts appear, we plan to use an external knowledge (like
ontology) to prevent these conflicts.

References

1. K. Barnard, P. Duygulu, and D. A. Forsyth. Clustering art. In CVPR (2), pages
434–441, 2001.

2. K. Barnard and D. A. Forsyth. Learning the semantics of words and pictures. In
ICCV, pages 408–415, 2001.

3. E. Celebi and A. Alpkocak. Semantic image retrieval and auto annotation by
covering keyword space to image space. In MMM. Beijing, China, pages 153–160,
2006.



Neighborhood Graphs for Semi-automatic Annotation 595

4. P. Duygulu, K. Barnard, J. F. G. de Freitas, and D. A. Forsyth. Object recognition
as machine translation: Learning a lexicon for a fixed image vocabulary. In ECCV
(4), pages 97–112, 2002.

5. K. R. Gabriel and R. R. Sokal. A new statistical approach to geographic variation
analysis. Systematic zoology, 18:259–278, 1969.

6. H. Hacid and A. D. Zighed. An effective method for locally neighborhood graphs
updating. In DEXA, pages 930–939, 2005.

7. H. Hacid and A. D. Zighed. Content-based image retrieval using topological mod-
els. In 12th International MultiMedia Modelling Conference (MMM 06), Beijing,
China, pages 308–311, 2006.

8. J. Jeon, V. Lavrenko, and R. Manmatha. Automatic image annotation and retrieval
using cross-media relevance models. In SIGIR, pages 119–126, 2003.

9. J. Katajainen. The region approach for computing relative neighborhood graphs
in the lp metric. Computing, 40:147–161, 1988.

10. J. Li and J. Z. Wang. Automatic linguistic indexing of pictures by a statistical
modeling approach. IEEE Trans. Pattern Anal. Mach. Intell., 25(9):1075–1088,
2003.

11. O. Maron and A. L. Ratan. Multiple-instance learning for natural scene classifica-
tion. In ICML, pages 341–349, 1998.

12. F. Monay and D. Gatica-Perez. On image auto-annotation with latent space mod-
els. In ACM Multimedia, pages 275–278, 2003.

13. R. W. Picard and T. P. Minka. Vision texture for annotation. Multimedia Syst.,
3(1):3–14, 1995.

14. F. Preparata and M. I. Shamos. Computationnal Geometry-Introduction. Springer-
Verlag, New-York, 1985.

15. M. Scuturici, J. Clech, V. M. Scuturici, and D. A. Zighed. Topological represen-
tation model for image databases query. Journal of Experimental and Theoritical
Artificial Intelligence (JETAI), pages 145–160, 2005.

16. J. Shi and J. Malik. Normalized cuts and image segmentation. IEEE Transactions
on Pattern Analysis and Machine Intelligence, 22(8):888–905, 2000.

17. J. Shi and J. Malik. Normalized cuts and image segmentation. IEEE Trans. Pattern
Anal. Mach. Intell., 22(8):888–905, 2000.

18. W. D. Smith. Studies in computational geometry motivated by mesh generation.
PhD thesis, Princeton University, 1989.

19. Y. M. H. Takahashi and R. Oka. Image-to-word transformation based on dividing
and vector quantizing images with words. In Proceedings of the International Work-
shop on Multimedia Intelligent Storage and Retrieval Management, pages 341–349,
1999.

20. G. T. Toussaint. The relative neighborhood graphs in a finite planar set. Pattern
recognition, 12:261–268, 1980.

21. G. T. Toussaint. Some insolved problems on proximity graphs. D. W Dearholt and
F. Harrary, editors, proceeding of the first workshop on proximity graphs. Memo-
randa in computer and cognitive science MCCS-91-224. Computing research labo-
ratory. New Mexico state university Las Cruces, 1991.

22. R. C. Veltkamp and M. Tanase. Content-based image retrieval systems : A sur-
vey. Technical Report UU-CS-2000-34, Department of Computing Science, Utrecht
University, 2000.



T.-J. Cham et al. (Eds.): MMM 2007, LNCS 4351, Part I, pp. 596 – 605, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Bridging the Gap Between Visual and Auditory 
Feature Spaces for Cross-Media Retrieval* 

Hong Zhang and Fei Wu 

The Institute of Artificial Intelligence, Zhejiang University, 
HangZhou, 310027, P.R. China 

zhanghong_zju@yahoo.com.cn, wufei@cs.zju.edu.cn 

Abstract. Cross-media retrieval is an interesting research problem, which seeks 
to breakthrough the limitation of modality so that users can query multimedia 
objects by examples of different modalities. In this paper we present a novel 
approach to learn the underlying correlation between visual and auditory feature 
spaces for cross-media retrieval. A semi-supervised Correlation Preserving 
Mapping (SSCPM) is described to learn the isomorphic SSCPM subspace 
where canonical correlations between original visual and auditory features are 
furthest preserved. Based on user interactions of relevance feedback, local 
semantic clusters are formed for images and audios respectively. With the 
dynamic spread of ranking scores of positive and negative examples, cross-
media semantic correlations are refined, and cross-media distance is accurately 
estimated. Experiment results are encouraging and show that the performance 
of our approach is effective. 

Keywords: Cross-media retrieval, canonical correlation, relevance feedback, 
dynamic cross-media ranking. 

1   Introduction 

Content-based multimedia retrieval attempts to provide an effective and efficient tool 
for searching interested media objects. Current approaches include image retrieval 
[1][2][3], audio retrieval [4][5], video retrieval [6], etc. However, cross-media 
retrieval [10][8] which breakthroughs the restriction of modality during retrieval 
process is rarely concerned and left open. 

The fundamental challenge in cross-media retrieval lies in the heterogeneity of 
different low-level feature spaces. It’s uneasy to judge the similarity between an 
image with 200-dimensional visual features and an audio with 500-dimensional 
auditory features. In this paper, we propose a novel approach to build mapping from 
heterogeneous visual and auditory feature spaces to a semantic subspace. The 
proposed Semi-supervised Correlation Preserving Mapping (SSCPM) algorithm not 
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only solves the problem of heterogeneity but also fuses semantic information, namely 
cross-media correlations, into the mapping process. Moreover, we utilize user 
interactions to fuse prior knowledge into the system and globally refine cross-media 
semantic relationship. Cross-media distance is accurately estimated in semantic 
subspace. 

The organization of this paper is as follows. First, section 2 describes how to 
discover cross-media correlation and construct SSCPM. Section 3 presents subspace 
learning methods from user interactions to improve cross-media retrieval. The 
experimental results are shown in section 4. Conclusions and future work are given in 
the final part. 

2   Mining Cross-Media Correlation 

Because of the well-known gap between low-level visual-acoustical features and 
high-level semantic concepts, traditional statistical methods, such as PCA and ICA, 
can’t effectively enable cross-media retrieval by dimension reduction. In this section, 
we present a semi-supervised subspace mapping approach to discover underlying 
canonical correlations [7] between visual-acoustical features and solve the problem of 
heterogeneity effectively. 

2.1   Canonical Correlation Analysis of Visual and Auditory Features 

Intuitively, image samples and audio samples can be considered as two different 
representations of a certain semantic concept. If the correlation between two different 
representations is learned and modeled, images of similar semantics can be retrieved 
by query examples of audios according to this correlation clue.  

The underlying idea of Canonical Correlation Analysis [7] is very intuitive: it looks 
for basis vectors for two sets of variables such that the correlation between the 
projections of the variables onto these basis vectors are mutually maximized. 
Formally, let 1( ,..., )x nS x x=  denote image dataset and 1( ,..., )y nS y y=  denote audio 

dataset, where 1( ,..., )i i ipx x x=  represents image feature vector and 1( ,..., )i i iqy y y=  

represents audio feature vector. We do the following projection on xS  and yS : 

1 1 1 1' ',..., ' ,  ' ( ',..., '); ' ',..., ' ,  y ' ( ',..., ')x y
x x n i i im y y n i i im

W WS S x x x x x S S y y y y⎯⎯⎯→ ⎯⎯⎯→=< > = =< > =  (1) 

Then the problem of correlation preserving boils down to finding optimal xW  and 
yW , which makes the correlation between 'xS  and 'yS  is maximally in accordance 

with that between xS  and yS . In other words the function to be maximized is: 

, , ,

( , ) '
max  ( , ) max  max  

' '

x x y y x xy y
x x y y

Wx Wy Wx Wy Wx Wyx x y y x xx x y yy y

S W S W W C W
corr S W S W

S W S W W C W W C W
ρ = = =  

(2) 

where C  is covariance matrix. Since the solution of equation (2) is not affected by re-
scaling xW  or yW  either together or independently, the optimization of ρ  is  
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equivalent to maximizing the numerator subject to ' 1 x xx xW C W =  and ' 1y yy yW C W = . 
Then with Lagrange multiplier method we can get equation (3): 

1 2
xy yy yx x xx xC C C W C Wλ− =  (3) 

which is a generalized Eigenproblem of the form Ax Bxλ= . And the sequence of 
xW ’s and yW ’s can be obtained by solving the generalized eigenvectors. 

2.2   Semi-supervised Correlation Preserving Mapping 

In order to discover cross-media correlations, namely canonical correlation between 
visual features and auditory features, first we need to manually label images and 
audios with certain semantics. It is a tedious process if the training database is very 
large. We present a Semi-supervised Correlation Preserving Mapping (SSCPM) 
method based on partially labeled data. Given unlabeled image and audio database, 
and suppose the number of semantic categories is also given, SSCPM can be 
described as follows: 

1. Semi-supervised clustering. We randomly label several image examples iΑ  
for each semantic category iΖ ; calculate image centroid iICtr  for each labeled 
example sets iΑ ; employ K-means clustering algorithm [11] on the whole 
image dataset (labeled and unlabeled) with iICtr  selected as initial centroids. 
Conduct above operations on audio dataset. Then the images (or audios) in the 
same cluster are considered to represent the same semantics, and grouped into 
the same semantic category. 

2. Correlation preserving mapping. Let xS  denote visual feature matrix of 
category iΖ , and yS  denote the corresponding auditory feature matrix of iΖ ; 
we find optimal xW  and yW  for xS  and yS  (see subsection 2.1); construct 

SSCPM subspace mS  that optimizes the correlation between corresponding 
coordinates by: 'x x xS S W=  and 'y y yS S W= . 

In this way, visual features are analyzed together with auditory features, which is a 
kind of “interaction” process. For example, dogs’ images are analyzed together with 
dogs’ audios. Therefore, images affect the location of audios to a certain extent in the 
subspace mS , and vice versa. Since “dog” auditory features differ from “bird” 
auditory features, “dog” visual features will be located differently in SSCPM 
subspace mS  from that of “bird” visual features.  

3   Semantic Refinement from User Interactions 

One problem of the SSCPM algorithm is: when partially labeled images and audios 
are projected into subspace mS , the topology of multimedia dataset is not always 
consistent with human perception. Regarding the problem, we present solutions to 
discover local and global semantic structures based on user interactions, and construct  
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a semantic subspace containing both image and audio points. In the following 
description, X  denote image database, and Y  denote audio database.  

3.1   Learning Local Semantic Cluster 

SSCPM is based on the semi-supervised clustering, which requires much less manual 
effort but is not very robust compared with the supervised methods. Therefore, we 
refine image distance matrix and audio distance matrix in mS , build local semantic 
clusters for images and audios respectively. 

Let I  denote image distance matrix in mS , ( ) ( ) , ( , )ij i j i jI Pos x Pos x x x= − ∈ Χ  

where ( )iPos x  is ix ’s coordinates in mS  obtained in section 2.2. Here we describe a 
simple method to update matrix I  gradually. Intuitively, the images marked by user 
as positive examples in a query session share some common semantics. So we can 
shorten the distances between them by multiplying a suitable constant factor smaller 
than 1. Similarly, we can lengthen the distance between the positive images and 
negative images by multiplying a suitable constant factor greater than 1. In subspace 

mS , audio points are represented in the same form of vectors as images are, so audio 
distance matrix A  can be updated in the same way.  

As users interact with the retrieval system, matrix I  and A  will gradually reflect 
the similarity within images and within audios in semantic level. Thus, we label the 
updated mS  as semantic subspace *mS .  

The topology of image dataset and audio dataset in semantic subspace *mS  differs 
from its initial topology in subspace mS . We construct local semantic clusters in *mS  
with three steps: (1) Employ Multidimensional Scaling (MDS) [9] to find meaningful 
underlying dimensions that explain observed image similarities, namely distance 
matrix I ; (2) Employ MDS to find meaningful underlying dimensions that explain 
distance matrix A ; (3) Use K-means clustering algorithm [11] to recover image 
semantic clusters and audio semantic clusters in *mS . 

3.2   Dynamic Cross-Media Ranking 

There are two heuristic rules that are quite helpful for us to estimate cross-media 
distance in *mS : (1) Positive examples are probably surrounded in a certain area with 
“less-positive” ones of the same modality. (2) Negative examples are probably 
surrounded in a certain area with “less-negative” ones of the same modality. 

Let E  denote Euclidean distance between images and audios in mS , 
( ) ( ) , ( , Y)ij i j i jE Pos x Pos y x y= − ∈ Χ ∈ . Based on above two heuristic rules, we 

define cross-media similarity between ix  and jy  as: 

(1 )ij ij ijF E Rα α= + −  (4) 

where α  is a parameter in (0,1) , and ijR  is the cross-media ranking score which is 
initially obtained from user interactions and dynamically spreaded through local  
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semantic clusters. We introduce ijR  to refine cross-media similarity and make the 
system more efficient. Let r  be an image query example, P  denote the set of 
positive audios marked by the user in a round of relevance feedback, and N  denote 
the set of negative audios. Given ip P∈  or in N∈ , suppose ip  or in  belongs to the 

semantic cluster iC  in *mS , ik  is used to denote the number of audio points in 
semantic cluster iC . The pseudo-code to calculate ijR  is shown below: 

Dynamic Cross-media Ranking Algorithm: 

Input: distance matrices I , A , and E  
Output: cross-media ranking score matrix R  and cross-media similarity matrix  
F  
  Initialize 0ijR = ; 
  Choose a constant τ−  as the initial ranking score; 
  for each positive audio ip P∈  do 

      ( , ) , 0r piR τ τ= − > ; 
      1:{ ,..., }ik iT t t k= -nearest audio neighbors of ip ; 

      rank T  in ascending order by their distances to ip ; 

      / id kτ= ; 
      for each jt T∈  do 
         ( , )r tjR j dτ= − + × ; 

      end for 
  end for 
       
  Choose a constant τ  as the initial ranking score; 
  for each negative audio in N∈  do 
      ( , ) , 0r niR τ τ= > ; 
      1:{ ,..., }ik iH h h k= -nearest audio neighbors of in ; 

      rank H  in ascending order by their distances to in ; 
      / id kτ= ; 
      for each jh H∈  do 
        ( , )r hjR j dτ= − × ; 

      end for 
  end for 

The spread of ranking scores reflects the semantic relationship between image 
points and audio points. And the resultant ranking score of an audio is in proportion 
to the probability that it is relevant to the query image, with small ranking  
score indicating high probability. The accumulated cross-media knowledge is 
incorporated into the cross-media ranking matrix. This will accordingly update 
cross-media similarity so that the system’s future retrieval performance can be 
enhanced. 
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3.3   Introduction of New Media Objects 

If a media object is out of semantic subspace, we call it a new media object. Since 
semantic subspace is built on the basis of SSCPM subspace mS , we first need to 
locate the new media object into SSCPM subspace. Let v  denote the extracted feature 
vector of the new media object. There are two options to obtain its coordinates in 
SSCPM subspace. 

xW  and yW  have been obtained as the basis vectors of subspace mS for each 
semantic category, including image and audio examples (see section 2.2). Thus, if the 
user gives semantic information of the new media object, we can identify the 
corresponding xW  or yW , and map the new media object into mS  by ( ) xPos v v W= ⋅  

(if it is a new image object) or ( ) yPos v v W= ⋅  (if it is a new audio object). In most 

cases the semantic information is unknown, then the choice of xW  or yW  is difficult. 
Thus we describe another mapping method consisting of two steps: 

1. Find k-Nearest neighbors of the same modality from database for the new 
media object using content-based Euclidean distance, and return them to 
users. 

2. Suppose 1{ ,..., }jZ z z=  are positive examples marked by user, then the 

coordinates of v  in mS  are defined the weighted average of Z : 
1 1 1( ) ( ) ... ( ) , ( ... 1)j j jPos v Pos z Pos zβ β β β= + + + + = . 

Once the new media object is projected into SSCPM subspace, we can group it into 
a corresponding local semantic cluster, then dynamic cross-media ranking algorithm 
would spread ranking score on the new media object during a round of relevance 
feedback. Thus the distance in semantic subspace between the new media object and 
all other points are obtained. 

4   Experimental Results 

We performed several experiments to evaluate the effectiveness of our proposed 
methods over an image-audio dataset, which consists of 10 semantic categories, such 
as dog, car, bird, war, tiger, etc. The media objects are collected from Corel image 
galleries and the Internet. In each semantic category there are 70 images and 70 
audios. The image dataset we use contains 700 images in all, and so does audio 
dataset. The 700 images are divided into two subsets. The first subset consists of 600 
images, and each semantic category contains 60 images. The second subset consists 
of 100 images, and each semantic category contains 10 images. The 700 audios are 
grouped in the same way. Thus the first subset contains 600 images and 600 audios, 
and is used as training set for subspace learning. The second subset consists of 100 
images and 100 audios, and is for testing. A retrieved image (or audio) is considered 
correct if it belongs to the same category of the query image (or audio). 

Since audio is a kind of time series data, the dimensionalities of combined auditory 
feature vectors are inconsistent. We employ Fuzzy Clustering algorithm [4] on 
auditory features to do dimension reduction and get  audio indexes. In our experiment, 
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a query is formulated by randomly selecting a sample media object from the dataset. 
For each query, the system returns 60 media objects as the results. We generate 5 
random image queries and 5 random audio queries for each category, and conduct 5 
rounds of relevance feedback for each query to form local semantic clusters. 

4.1   Data Topology in SSCPM Subspace 

We compare mapping results of our SSCPM method with dimensionality reduction 
method of PCA, which has been shown to be useful for feature transformation and 
selection by finding the uncorrelated components of maximum variance. 

Scatter points of image database

PCA 1
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 2

other
car

(a) PCA 

Scatter points of image database

SSCPM 1

SS
C

PM
 2

other
car

(b) SSCPM 

Fig. 1. Scatter plots of the image dataset 

Figures 1(a) and (b) show the scatter plots of the images that are projected to a 
two-dimensional subspace identified by the first two principal components and the 
first two SSCPM components. Dark triangles correspond to the category of “car” (one 
of the 10 categories), and the blue circles correspond to the other 9 categories. 
Compared with PCA in Figure 1(a), SSCPM in Figure1(b) can better separate data 
from different semantic classes. It can be concluded that SSCPM not only 
simultaneously projects heterogeneous visual and auditory features into isomorphic 
SSCPM subspace, but also implements data separation by semantics. Differently, 
PCA only removes noises and redundancies between feature dimensions of single 
modality. This observation confirms our previous intuition that the location of car 
images into SSCPM subspace is affected with the location of car audios. 
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Fig. 2. Comparison of audio retrieval 
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4.2   Single Modality Retrieval in Semantic Subspace 

We provide the results of single modality retrieval in semantic subspace to evaluate 
the performance of local semantic clustering. Figure 2 shows the results of single 
modality audio retrieval in semantic subspace. As can be seen, our method gains great 
improvement compared with PCA based method. And it can be concluded that audio 
points cluster well in semantic subspace. 

In the database most images in “war” category are black and white, which are quite 
difficult to be retrieved by an example of a colorized “war” image with Euclidean 
distance in low-level visual feature space. It’s most interesting and encouraging that 
in our experiments with a colorful “war” image as the query example, black and 
white “war” images are returned to the precision about 0.64 when the number of 
returned images is 45. Figure 3 shows the comparisons of returned images with the 
same query example, but different retrieval methods. Local image semantic clusters 
and local audio semantic clusters are well formed with our methods. 

Query image:

Returned retrieval results: (top 10)

1 2 3 4 5

6 7 8 9 10  
(a) Retrieval in semantic subspace 

Query image:

Returned retrieval results: (top 10)

1 2 3 4 5

6 7 8 9 10  
(b) Retrieval in PCA subspace 

Fig. 3. Comparison of image retrieval results in different subspaces 

Overall performance (such as precision and recall) of single modality image 
retrieval in semantic subspace is not presented here for the following reason: the 
performance of single modality image retrieval in semantic subspace directly affects 
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that of cross-media retrieval, so the subsequent evaluations on cross-media retrieval 
results give an overall judgment. 

4.3   Cross-Media Retrieval in Semantic Subspace 

Parameter τ  (see Algorithm 1) affects how deeply the ranking score ijR  and cross-
media similarity ijF  are updated in a round of relevance feedback. We set τ  as the 
difference between the maximum ijF  and the minimum ijF , and assume two positive 
and two negative examples are provided at each round of relevance feedback. 
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Fig. 4. Query images by examples of audios Fig. 5. Query audios by examples of images 

Figure 4 shows retrieval results of querying images by examples of audios. At the 
third round of relevance feedback the number of correct results is 21.4 while 
originally it is 9.4 when the number of returned results is 35. Figure 5 shows 
experiment results of retrieving audios by image examples. The number of correct 
results is 27 when the number of returned results is 40 at the third round of relevance 
feedback. This observation confirms our previous intuition that the existence of 
image (or audio) points doesn’t mess the distribution of audio (or image) points, 
instead, the semantic subspace gets more and more consistent with human perceptions 
as the user’s relevance feedback is incorporated. And it can be concluded that our 
dynamic cross-media ranking algorithm is effective for discovering cross-media 
semantic relationship. 

5   Conclusions and Future Work 

In this paper we have investigated the problem of cross-media retrieval between 
images and audios with only partial information on training data labels. We develop 
discriminative learning methods to map heterogeneous visual and auditory feature 
space to an semantic subspace. Our approach gives a solution to the two fundamental 
problems in cross-media retrieval: how to understand cross-media correlations and 
how to judge the distance between media objects of different modalities. Although 
this paper proposes methods applied to cross-media retrieval between audio and  
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image objects, it is applicable to other problems of content-based multimedia analysis 
and understanding, such as the correlation analysis between web images and 
surrounding texts. 

Our further work will focus on the following fields: (1) Seek for a more general 
cross-media model to represent media objects of more than three modalities. (2) 
Explore active learning strategies to better utilize informative relevance feedbacks. 
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Abstract. In this paper, we propose a novel method for performing
high-level narrative structure extraction of films. Our objective is to uti-
lize the knowledge of film production for analyzing and extracting the
structure of films. This is achieved by combining visual and aural cues
on the basis of cinematic principles. An aesthetic model is developed to
integrate visual and aural cues (aesthetic fields) to evaluate the aesthetic
intensity curve which is associated with the film’s narrative structure. Fi-
nally, we conduct experiments on different genres of films. Experimental
results demonstrate the effectiveness of our approach.

1 Introduction

Film is one central part of the entertainment industry. Every year about 4,500
movies are released around the world, spanning over approximately 9,000 hours
of digital movie contents, and the field is continuing to expand[1,2,6]. Since a
film usually spans a long period of time and lacks organized metadata, extracting
its content structures to facilitate user’s access is a fundamental task in video
analysis [7]. For film data, it is able to obtain the structures by analyzing the
specific features called expressive elements (or aesthetic elements) that embedded
in the film. Directors exploit the expressive elements to convey meanings, values
and feelings during the production. Explicitly, directors create and manipulate
expressive elements related to some aspects of visual or aural appeal to have
perceptual or cognitive impact on the audience. Therefore, in this work, we utilize
the knowledge of film production to analyze and extract the film structure.

1.1 Film Narrative Exploration

Narrative structure is the foundation upon which all stories are built to develop
humans’ cinematic literacy [1]. A classical narrative structure contains three
basic parts called the beginning (exposition), the middle (conflict), and the end
(resolution). The story intensity changes during different stages of the story. The
term story intensity refers to the degree of tension that an audience feel about
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Fig. 1. A plot of story intensity curve and associated story boundaries

the story [4]. Generally, the story intensity is low at the beginning and then
increases during the middle until reaches a climax. After the climax, the intensity
diminishes at the end. In Figure 1, the three-part structure can be observed for
each story unit. Later, this fact also helps to determine the corresponding story
boundaries.

In film production, talented directors will purposely organize all movie shots
to create a corresponding moods in a way that audiences will experience the
same emotion enacted on the screen [8]. In addition, one of the director’s major
task is to emphasize a certain context or content, as for better expression of the
situation of a story, in a manner such that audiences can naturally follow his
way of story-telling. The storytelling now reflected through framing, light, color,
objects, sounds, movement, and shot editing in a film [8]. A director applies the
principle of media aesthetics to these basic aesthetic components to structure the
visual and aural perception of a film [3]. For example, a director may use high
energy colors to attract viewer’s eyes and indicate the climaxes and emotional
points of a story, etc. Therefore, directors can construct the aesthetic intensity
structure that well corresponds to the story intensity structure [4].

Accordingly, it is able to detect and reconstruct such high-level mappings by
extracting low-level computable features according to the principles of media
aesthetics [3,9]. Zettl et al. [9] defined the media aesthetics as the study of how
to apply the expressive elements to manipulate people’s perception and helps
media producers to translate significant ideas into significant messages efficiently,
effectively, and predictably. Further, Computational Media Aesthetics proposed
by Dorai et al. [3] provides a practical guidance for interpreting and evaluating
expressive elements of films in an algorithmic way.

The rest of this paper is organized as follows. Section 2 illustrates the ar-
chitecture of the proposed approach. In Section 3, we explain extractions of
the adopted expressive elements and the associated aesthetic fields (light, color,
movement, rhythm, and sound). The aesthetic model is presented in Section
4. Section 5 gives the experimental results and presents some applications.
Finally, Section 6 concludes this paper and describes the directions of our
future work.
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Fig. 2. The flowchart of the proposed algorithm

2 System Framework

We aim to extract the narrative structure of a film through computing the ex-
pressive elements used by film directors. Figure. 2 shows the flowchart of the
proposed approach. The approach is composed of two stages: the aesthetic fields
extraction and the narrative structure extraction through aesthetic modeling. In
the aesthetic fields extraction stage, the first step is to explicitly detect the shot
boundary between two consecutive frames. We compute the aesthetic fields asso-
ciated with the expressive elements according to the principle of media aesthetics
(see Section 3) on a keyframe basis. Next, in the stage of narrative structure ex-
traction, we analyze the aesthetic fields extracted above. An aesthetic model is
proposed (see Section 4) to evaluate the contribution of each field (denoted by
the so-called aesthetic intensity) and obtain the narrative structure to realize
some high-level video applications (see Section 5).

3 Aesthetic Field Extraction

According to the literatures [3,4,9], we identify and isolate five fundamental aes-
thetic fields (light, color, movement, sound, rhythm) that are computable and
extractable for evaluating the aesthetic energy (intensity strength). The proposed
framework is illustrated in Figure. 3. First, we compute the expressive elements,
like color temperature and motion activity, directly from the keyframes of shots.
Since the expressive elements themselves (such as shot length or motion activ-
ity) tell us nothing or little about the meaning expressed by directors, we further
construct aesthetic fields by combining the extracted expressive elements. In this
way, the so-obtained aesthetic fields are able to faithfully represent the semantic
and perceptual importance of film events. Finally, we evaluate and combine the
contributions of each aesthetic field and construct the aesthetic intensity struc-
ture through applying the aesthetic model to each shot. The adopted aesthetic
fields are separately extracted for each keyframe and described as follows.
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Fig. 3. The framework for extracting the aesthetic intensity curve

Light – It manipulates the perception of our environment and tells us how
we would feel about a certain event. To structure the aesthetic field, light, many
lighting instruments are generally used for the control of shadows than for just
illuminating a scene. The brightness contrast between the light and the shadow
sides of an object is referred as light falloff. To compute light falloff, we first
coarsely classify the foreground and the background. Since the focused objects
have more details within the object than the out-of-focus background, we adopt
Wang’s algorithm [12] to detect the focused objects in a frame using multi-
resolution wavelet frequency method. After the classification of foreground and
background, we use the idea of Mulhem et al. [11] to calculate the light falloff
value. We calculate the luminance contrast along the boundary and linearly
quantize the contrast values. Since the falloff edge often has the highest contrast,
we use the average of the highest 10% contrast values along the edge as the light
falloff value of the frame.

Color – It makes the audience feel in a specific way the content authors would
like to communicate. We can translate colors into energies (or dynamics). The
energy of a color presents the aesthetic impact on the audience, some colors seem
to have high-energy and excite the audience while others seem to have low-energy
and calm the audience down. Generally, it is common to use colors harmonically
(high-energy color event matched by high-energy colors). The elements that
influence the color energy are shown in [9].

Movement – It affects the viewers emotional reactions and impressions.
When a human is watching a film, his emotional reactions and impression are
often affected by the movement amount in the film. Generally, a larger move-
ment will have greater visual intensity than a smaller one. We extract two kinds
of movements (the object in front of the camera and the camera itself [4,9]) by
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Fig. 4. The flowchart of aesthetic field modeling

using the motion activity descriptor defined in MPEG-7 [13]. The descriptor is
compact and can be easily extracted in the compressed domain.

Sound – It helps to establish or supplement the visual effects of the screen
event. Nonliteral sounds that refer to mainly the background and/or sound ef-
fects, can provide additional energy to a scene and quickly provide a desired
mood. Since the semantic meaning and energy magnitude of literal sounds are
not easy to measure, we focus on the energy of nonliteral sounds. We compute
the loudness (volume) as the sound energy by the approximation of the root
mean square value of the signal magnitude within a frame.

Rhythm – It is the perceived speed or felt time of an event [9]. For example,
movement may produce a visual rhythm: when an actor slowly walk through a
scene, the audience’s felt time of this event is long and the rhythm is low; when
the actor hurriedly run through the scene, the felt time is short and there is a
high rhythm produced. Often the rhythm serves as a psychological guidance of
audience. Generally, a faster (higher) rhythm is associated with excitement, and
a slower (lower) rhythm suggests calm. Directors may control and present the
rhythm by the techniques of montage (shot length), motion, and audio effects.
We then adopt the formulation proposed in [14] to compute the rhythm elements.

4 Aesthetic Modeling

In this section, we explain in detail the process of evaluating the aesthetic inten-
sity curve through integrating various aesthetic fields. Figure. 4 illustrates the
procedure for modeling the aesthetic fields.

4.1 Smoothness

The aesthetic intensity of each aesthetic field is carefully smoothed via a smooth-
ing window. The smoothing process is demanded for the following two reasons:

1) Memory is an important factor when considering the human perception.
The emotional state of human is a function of a neighborhood of frames or shots
and it does not change abruptly from one video frame to another.

2) Directors generally do not make the aesthetic intensity changing in a single
or small number of shots. They often build a specific mood gradually from shot
to shot.

In Hanjalic’s original algorithm [10], a kaiser window is adopted to conduct
the smoothing process. However, the memory is merely influenced by preceding
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Fig. 5. Weighting function, the horizontal axis represents the value of the original curve
while the vertical axis denotes the weighting value correspondingly

shots whereas the original kaiser window treats the preceding and posterior shots
as equally important. Thus, we propose a modified kaiser window to reflect this
property of human perception. To construct the modified kaiser window, two
original kaiser windows are integrated together, both are of length 21, and the
shape parameters are 3.5 and 31, respectively. We then combine the two kaiser
windows into a new modified kaiser window which is then applied to conduct the
smoothing process. Through the convolution with the modified kaiser window,
we obtain the smoothed aesthetic intensity of each aesthetic field that takes
account for the degree of memory retention of preceding frames and shots.

4.2 Comparability

This module ensures the aesthetic intensity of each aesthetic field is comparable
and combinable. Each field is normalized by the shot with maximum magnitude
in that field. Since the aesthetic intensities of all fields are scaled to the range
between 0 and 1, they can be combined with each other on the same basis.

4.3 Aesthetic Function

As discussed previously, directors increase the energies or dynamics of aesthetic
elements to emphasize the story conflicts or climax. According to the principle,
we apply a filtering process to the intensity curve of each aesthetic field to provide
highly distinguishable peaks at the segments of the curve corresponding to the
story climax. The filtering process is performed through weighing the values of
the aesthetic intensity curves. The weight function is defined as:

F (a(k), i = 1, ..., N) =
N∑

i=1

wkak, (1)

where
wk =

1
2
(1 + erf(

ak − th

σ
)), erf(x) =

2
π

∫ x

0

e−t2dt. (2)

As Figure. 5 depicts, the parameter th is the threshold of the original curve
while σ denotes the spread factor determining the steepness of the middle curve
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segment. The term ak denote the aesthetic intensity curves that have been ap-
plied smoothing and normalizing processes as prescribed. The segments with
intensity value larger than the threshold are strengthened while the other seg-
ments are lessened. Thus, we can distinctly identify the aesthetically emphasized
segments and no possible climax segments are discarded.

5 Experiments and Applications

5.1 Experiments

In our experiments, five Hollywood movies are used, i.e., Hitch (HT), Ghost
(GH), Hero (HE), The Promise (TP), and Charlie’s Angels II (CA) to evaluate
our performance. We compare the story units detected by our approach with
those of both the ground truth taken from DVD chapter information and the
human made results. Each of the videos was digitized at MPEG-1 format (352×
240 pixels, 29.97fps). The data set is carefully selected to represent a variety of
film genres such as action, drama, and romance. In addition, we examine the
importance of each of the aesthetic fields.

Story Unit Segmentation. The chapter boundary detection is achieved based
on the aesthetic intensity curve. As shown in Figure 1, a chapter boundary
usually occurs at the point between the ending of the previous chapter unit and
the opening of the next one. Since the chapter unit is usually with low aesthetic
intensity at that point, we select the shot with the minimum intensity between
two neighboring climax shots as the chapter boundary. We select those shots
with the intensity value higher than a predefined threshold as the candidates for
chapter unit climax since it can be found that the most impressive segments are
often accompanied with a high aesthetic intensity values. Due to the fact that
there is exactly one climax in a chapter unit and the shots near the climax are
usually with higher values. For each pair of the candidate shots, if their distance
is smaller than a threshold, εhigh, the shots with smaller intensity value are
deleted from the candidate set.

Results. We compare the chapters detected by our approach with those of the
ground truth (i.e., commercial DVD chapters, and manually labeled chapters).
Table 2 and Table 3 show the statistics of our results as compared with the
DVD chapter information and the manually labeled results, respectively. Note
that a boundary would be identified as been correctly detected if it is within
35 seconds with a boundary in the ground truth. Since the chapter number
in a commercial DVD is usually small to give viewers a rough idea about the
video, it is reasonable that the overall recall is much higher than the precision.
For real applications, the over-segmented chapters can be further grouped with
further analysis. Overall, the experiment shows that our approach is successful
in establishing the linkage between the computable aesthetic intensity and the
abstract storyline of films.
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Table 1. Comparisons with DVD chapters

Film HT GH TP CA HE Overall
Story units in ground truth 28 15 17 28 24 112
Story units detected 46 34 42 74 43 239
Correct detection 19 11 12 22 16 80
False negative 9 4 5 6 8 32
False positive 27 23 30 52 27 159
Recall 68% 73% 71% 79% 67% 71%
Precision 39% 29% 26% 28% 35% 33%

Table 2. Comparisons with Human Observers

Film HT TP Overall
Story units in ground truth 36 30 66
Story units detected 44 42 86
Correct detection 26 23 49
False negative 10 7 17
False positive 18 19 37
Recall 72% 77% 74%
Precision 59% 55% 57%

Importance of Aesthetic Fields. We analyze the usefulness of each aesthetic
field by removing one of the aesthetic fields at each time and re-evaluate the
overall aesthetic intensity that is obtained from the reserved fields. For example,
the weight parameter is 0.25 for each of the remaining four fields (note that the
weight parameter is 0.2 for each of the five fields when no field is removed). From
Table 3, it can be found that the overall performance drops while we remove any
one of the aesthetic fields. These results show that it is essential to consider all
of the aesthetic fields together.

Importance of Parameter. We also test other weighting schemes since each
aesthetic field may not contribute equally to the human perception. Empirically,
the weights of rhythm, movement, sound, light, and color are set to 0.2, 0.23, 0.11,
0.26, and 0.2, respectively. The results are shown in Table 4. It demonstrates
that there is a notable gain in performance after tuning the weights. Besides,
different film genres possess different art forms, and a certain weights may work
the best for a particular film genre. For example, action films have more motion
activity and faster rhythm than those of the other genres. The performance can
be improved if taking this fact into account. We analyze each aesthetic field of
Charlie’s Angel II (an action movie) against the corresponding DVD chapter
information. We found that the sound and the light fields do not work well
and we decrease their weights. Empirically, the weights of rhythm, movement,



614 C.-W. Wang et al.

Table 3. Importance of different aesthetic fields

Feature (removed) rhythm movement sound light color

Recall 63% 63% 62% 63% 49%
Precision 30% 30% 28% 31% 26%

Table 4. Performance gains from adjusting weights

Type Linear Tuned
Story units in ground truth 112 112
Story units detected 239 242
Correct detection 80 85
False negative 32 27
False positive 159 157
Recall 71% 76%
Precision 33% 35%

Table 5. Performances of different films for a given set of weights

Film CA HT GH TP HE

Recall +13.6% -15.8% -27.3% -8.3% -12.5%
Precision +12.1% -15.8% -31.3% -10.5% -21.6%

sound, light, and color are set to 0.2, 0.22, 0.14, 0.14, and 0.3, respectively. The
performances of each film under the given weights are listed in Table 5. There
is a remarkable performance gain in Charlie’s Angel II while the performances
of the other films drop drastically. Therefore, automatic weights selection for
different film genres is an important issue and will be the major direction of our
future work.

5.2 Applications

As described in [5], identification and extraction of the high-level narrative struc-
ture associated with the expressive elements and the form of story in films opens
the way for more sophisticated applications to meet the demands of the audience.
For example:

1) It helps to automatically generate video indexes and makes it possible for
query specification in semantic terms such as “Where is the most intense part of
the movie?” or “How long is the first story unit last?”, etc. Generally speaking,
the higher the level of the structure is, the more efficient the search would be.

2) It locates the important boundaries of a film or a story segmentation to
meet viewers’ need to gain more control of what they see, e.g., DVD options are
being made for users to randomly view a specific story unit of the movie.
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3) It enables us to give the summaries of movies for efficiently browsing and
previewing the movie.

6 Conclusion and Future Work

We proposed a method to perform high-level narrative structure extraction of
films. We demonstrate that combining visual and aural cues with the aid of
cinematic principles can provide significant performance for extracting the cor-
responding narrative structure. In the future, we are interested in concatenating
small story units into longer and more meaningful ones for further applications.

References

1. N. Abrams, I. Bell, and J. Udris, Studying Film. London: Hodder Headline Group
and NY: Oxford University Press, 2001.

2. J. Monaco, How to Read a Film, 3ed. NY: Oxford University Press, 2000.
3. C. Dorai and S. Venkatesh, Media Computing: Computational Media Aesthetics.

Boston/Dordrecht/London: Kluwer Academic Publisher, 2002.
4. B. Block, The Visual Story: Seeing the Structure of Film, TV, and New Media.

Boston: Focal Press, 2001.
5. B. Adams, C. Dorai, S. Venkatesh, and H. H. Bui, “Indexing narrative structure and

semantics in motion pictures with a probabilistic framework,” IEEE International
Conference on Multimedia and Expo (ICME’03), vol. 2, pp. II 453-456, July 2003.

6. Z. Rasheed and M. Shah, “Detection and representation of scenes in videos,” IEEE
Transactions on Multimedia, vol. 7, no. 6, pp. 1097-1105, Dec 2005.

7. R. Yong, S. H. Thomas, and S. Mehrotra, “Constructing table-of-content for
videos,” Multimedia Systems, vol. 7, pp. 359-368, Sept 1998.

8. R. W. Picard, Affective Computing. MA: The MIT Press, 1997
9. H. Zettl, Sight, Sound, Motion: Applied Media Aesthetics. SF: Wadsworth, 1973.

10. A. Hanjalic, and L. Q. Xu, “Affective video content representation and modeling,”
IEEE Transactions on Multimedia, vol. 7, no. 1, pp. 143-154, Feb 2005.

11. P. Mulhem, M. S. Kankanhalli, Y. Ji, and H. Hassan, “Pivot Vector Space Approach
for Audio-Video Mixing,” IEEE Multimedia, vol. 10, pp.28-40, April-June 2003.

12. J. Z. Wang, J. Z, R. M. Gray, and G. Wiederhold, “Unsupervised multiresolution
segmentation for images with low depth of field,” IEEE Transactions on Pattern
Analysis and Machine Intelligence, vol. 23, no. 1, pp. 85-90, Jan 2001.

13. S. Jeannin and A. Divakaran, “MPEG-7 visual motion descriptors,” IEEE Trans.
Circuits and Systems for Video Technology, vol. 11, no. 6, pp. 720-724, June 2001.

14. H. W. Chen, J. H. Kuo, W. T. Chu, and J. L. Wu, “Action movies segmentation
and summarization based on tempo analysis” Proc. ACM SIGMM International
Workshop on Multimedia Information Retrieval (MIR’04), pp. 251-258, Oct 2004.



T.-J. Cham et al. (Eds.): MMM 2007, LNCS 4351, Part I, pp. 616 – 624, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Semantic Image Segmentation with a Multidimensional 
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Abstract. Segmenting an image into semantically meaningful parts is a fun-
damental and challenging task in image analysis and scene understanding 
problems. These systems are of key importance for the new content based ap-
plications like object-based image and video compression. Semantic segmen-
tation can be said to emulate the cognitive task performed by the human  
visual system (HVS) to decide what one "sees", and relies on a priori assump-
tions. In this paper, we investigate how this prior information can be modeled 
by learning the local and global context in images by using a multidimen-
sional hidden Markov model. We describe the theory of the model and pre-
sent experiments conducted on a set of annotated news videos. 

Keywords: Image Segmentation, Hidden Markov Model, 2D HMM, Block-
based. 

1   Introduction 

Hidden Markov Models (HMM) have become increasingly popular in such diverse 
applications as speech recognition [1], language modeling, language analysis, and im-
age recognition [3,9,12]. The reason for this is that they have a rich mathematical 
structure and therefore provide a theoretical basis for many domains. A second reason 
is the discovery of the Baum-Welch's training algorithm [2] which allows estimating 
the numerical values of the model parameters from training data. 

Most of the current applications involve uni-dimensional data. In theory, HMMs 
can be applied as well to multi-dimensional data. However, the complexity of the al-
gorithms grows exponentially in higher dimensions, so that, even in dimension 2, the 
usage of plain HMM becomes prohibitive in practice [4].  

For this reason we have proposed an efficient sub-type of multi-dimensional hid-
den Markov model; the Dependency-Tree Hidden Markov Model [5] (DT-HMM) 
which preserves a reasonable computational feasibility and therefore enables us to ap-
ply it to multidimensional problems such as image segmentation. 

In this paper, we explore the intrinsic ability of the DT-HMM to automatically as-
sociate pixels (or blocks of pixels) to semantic sub-classes which are represented by 
the states of the Markov model. To this end we enforce restrictions to the states dur-
ing training, by having the training set labeled on pixel level. The performance of the 
model is demonstrated on a subset of the TrecVideo archive [16] which consists of 60 
hours of annotated news broadcast. 
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The remainder of this paper is organized as follows: section 3 outlines our motiva-
tion and presents the theory of DT-HMM. We show how the training and decoding 
algorithms for DT-HMM keep the same linear complexity as in one dimension. Sec-
tion 4 will describe the experimental setup conducted on TrecVideo 2003 data and in 
section 5 we conclude and suggest future work. 

2   Related Work 

A number of researches have introduced systems for mapping users’ perception of 
semantic concepts to low-level feature values [8,10]. The probabilistic framework of 
multijects (multi-objects) and multinets by Naphade and Huang [10] maps high level 
concepts to low level audiovisual features by integrating multiple modalities and infer 
unobservable concepts based on observable by a probabilistic network (multinet). The 
Stanford SIMPLIcity system [13] uses a scalable method for indexing and retrieving 
images based on region segmentation. A statistical classification is done to group  
images into rough categories, which potentially enhances retrieval by permitting se-
mantically adaptive search methods and by narrowing down the searching range in a 
database.  

Motivated by the desire to incorporate contextual information, Li and Gray [3]  
proposed a 2D-HMM for image classification based on a block-based classification 
algorithm using a path constrained Viterbi. An attempt in associating semantics with 
image features was done by Barnard and Forsyth at University of California at Berke-
ley [14]. Using region segmentation in a pre-processing step to produce a lower  
number of color categories, image feature search becomes a text search. The data is 
modeled as being generated by a fixed hierarchy of nodes organized as a tree. The 
work has achieved some success for certain categories of images. But, as pointed out 
by the authors, one serious difficulty is that the algorithm relies on semantically 
meaningful segmentation which is, in general, not available to image databases.  

In recent work by Kumar and Hebert at Carnegie Mellon University [15], a hierar-
chical framework is presented to exploit contextual information at several levels. The 
authors claim that the system encodes both short- and long-range dependencies 
among pixels respectively regions, and that it is general enough to be applied to dif-
ferent domains of labeling and object detection. 

3   DT-HMM: Dependency-Tree HMM 

For most images with reasonable resolution, pixels have spatial dependencies which 
should be enforced during the classification. The HMM considers observations (e.g. 
feature vectors representing blocks of pixels) statistically dependent on neighboring 
observations through transition probabilities organized in a Markov mesh, giving a 
dependency in two dimensions.  

3.1   2D-HMM 

In this section, we briefly recall the basics of 2D HMM and describe our proposed 
DT-HMM [5]. The reader is expected to be familiar with 1D-HMM. We denote by 
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O={oij, i=1,…m, j=1,…,n} the observation, for example each oij may be the feature 
vector of a block (i,j) in the image. We denote by S = {sij, i=1,…m, j=1,…,n} the state 
assignment of the HMM, where the HMM is assumed to be in state sij at position (i,j) 
and produce the observation vector oij. If we denote by λ the parameters of the HMM, 
then, under the Markov assumptions, the joint likelihood of O and S given λ can be 
computed as: 
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If the set of states of the HMM is {s1, … sN}, then the parameters λ are: 

• the output  probability distributions p(o | si) 
• the transition probability distributions p(si  | sj,sk). 

Depending on the type of output (discrete or continuous) the output probability distri-
bution are discrete or continuous (typically a mixture of Gaussian distribution). We 
would like to point out that there are two ways of modeling the spatial dependencies 
between the neighbor state variables; by a causal or non-causal Markov random field 
(MRF). The former is referred to as Markov mesh and has the advantage that it re-
duces the complexity of likelihood functions for image classification [6]. The causal-
ity also enables the derivation of an analytic iterative algorithm to estimate states with 
the maximum a posteriori probability, due to that the total observation is progres-
sively built from smaller parts. The state process of DT-HMM is defined by the 
Markov mesh. 

3.2   DT-HMM 

The problem with 2D-HMM is the double dependency of si,j on its two neighbors, si-1,j 
and si,j-1, which does not allow the factorization of computation as in 1D, and makes 
the computations practically intractable.  

     

  (i-1,j)   

 (i,j-1) (i,j)   
 

 

Fig. 1. 2D Neighbors 

Our idea is to assume that si,j depends on one neighbor at a time only. But this 
neighbor may be the horizontal or the vertical one, depending on a random variable 
t(i,j). More precisely, t(i,j) is a random variable with two possible values:  
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For the position on the first row or the first column, t(i,j) has only one value, the 
one which leads to a valid position inside the domain. t(0,0) is not defined. So, our 
model assumes the following simplification: 
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If we further define a “direction” function: 
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then we have the simpler formulation: 
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Note that the vector t of the values t(i,j) for all (i,j) defines a tree structure over all 
positions, with (0,0) as the root. Figure 2 shows an example of random Dependency 
Tree. 

The DT-HMM replaces the N3 transition probabilities of the complete 2D-HMM 
by 2N2 transition probabilities. Therefore it is efficient in terms of storage. We will 
see that it is also efficient in terms of computation. Position (0,0) has no ancestor. In 
this paper, we assume for simplicity that the model starts with a predefined initial 
state sI in position (0,0). It is straightforward to extend the algorithms to the case 
where the model starts with an initial probability distribution over all states. 

 

Fig. 2. Example of Random Dependency Tree 

4   Application to Image Segmentation 

4.1   Viterbi Algorithm 

The Viterbi algorithm finds the most probable sequence of states which generates a 
given observation O: 
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The details of the algorithm for DT-HMM are given in [5][18].The algorithm is 
used for training the model, by iteratively reestimating the output and transition prob-
abilities with the relative frequencies computed on the Viterbi sequences of states on 
the training images. It is also used for image segmentation on the test data, where 
each region is composed of the blocks which are covered by a given state in the 
Viterbi sequence. 

4.2   States with Semantic Labels 

We illustrate the use of DT-HMM for semantic segmentation on the example of seg-
menting beach images (class) into semantic regions (sub-classes). In principle, we 
should define one state of the model for each semantic region, however, to account 
for the variability of the visual appearance of semantic region, each semantic region 
(sub-class) is assigned a range of states. This potentially allows a sub-class such as 
sky to be represented by different states with dominant color blue, white, gray or yel-
low. The table below lists the sub-classes and their associated number of states. 

Table 1. The number of states for each sub-class 

Sub Class No. states 
Un-annotated 3 
Sky 7 
Sea 5 
Sand 6 
Mountain 3 
Vegetation 3 
Person 4 
Building 3 
Boat 2 
8 sub-classes 36 states 

One special class, called “un-annotated”, is used for areas that are ambiguous or 
contain video graphics etc... Ambiguous areas are patches which contain several sub-
classes or which are difficult to interpret. 

4.3   Model Training  

The training was conducted on the TrecVideo archive [16], from which we selected a 
wide within-class variance of 130 images depicting “Beach” (see Figure 3). 

Each image is split into blocks of 16x16 pixels, and the observation vector for  
each block is computed as the average and variance of the LUV (CIE LUV color 
space) coding {Lμ,Uμ,Vμ, Lσ,Uσ,Vσ} combined with six quantified DCT coefficients 
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Fig. 3. Example of training images 

(Discrete Cosine Transform). Thus each block is represented by a 12 dimensional 
vector. Those images have been manually segmented and annotated, so that every fea-
ture vector is annotated with a sub-class. 

To define the initial output probabilities, a GMM (Gaussian Mixture Model) is 
trained with the feature vectors corresponding to each sub-class. We allow three 
GMM components for every state, so the GMM for the sub-class sky has 21 compo-
nents and for vegetation (see Table 1). Then we group the components into as many 
clusters as there are states for this sub-class (using the k-means algorithm). Finally, 
the GMM model for each state is built by doubling the weight of the components of 
the corresponding cluster in the GMM of the sub-class. The transition probabilities 
are initialized uniformly. Then, during training we iterate the following steps: 

• We generate a random dependency tree and perform a Viterbi alignment to gener-
ate a new labeling of the image. The Viterbi training procedure is modified to con-
sider only states that correspond to the annotated sub-class at each position, thus 
constraining the possible states for the observations (the manual annotation speci-
fies the sub-class for each feature vector, but not the state). 

• We reestimate the output and transition probabilities by relative frequencies (emis-
sion of an observation by a state, horizontal and vertical successors of a state) with 
Lagrange smoothing. 

4.4   Experimental Results 

During training, we can observe the state assignments at each iteration as an indica-
tion of how the model fits the training data. For example, the first ten iterations on the 
training image to the left in figure 4 provide the following state assignments: 

 

Fig. 4. State segmentation after 0, 2, 6 and 10 iterations 

This shows that the model has rapidly adapted each sub-class to a particular set of 
observations. As such, the Viterbi labeling provides a relevant segmentation of the 
image. The graph below shows the evolution of likelihood of the training data during 
the training iterations. We can see that the likelihood for the model given the data has 
an asymptotic shape after 10 iterations. 
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Fig. 5. Likelihood of the training data after N iterations 

Once the model is trained, we can apply it on new images. Below is an example of  
the state assignment for an image in the test set; 70% of the blocks are correctly  
classified. 

Original image         min. variance 10-6         min. variance 10-10 

  

Fig. 6. State segmentations on test image 

It should be emphasized that this is not just a simple segmentation of the images, 
but that each region is also assigned one of the 36 states (which belongs to one of the 
8 sub-classes). The definition of those states has been done taking into account all 
training data simultaneously, and provides a model for the variability of the visual 
evidence of each sub-class.  

During training, we impose a minimum variance for the Gaussian distributions, in 
order to avoid degeneracy. This minimum has an impact, as we noted that the number 
of correct labeled blocks in the example above increased to 72% when changing the 
minimum variance from 10-6 to 10-10. An explanation for this is that if the selected 
minimum variance is too high, some Gaussians will be flattened out and collides with 
Gaussians from states representing similar observations. 

Sometimes the result is degraded because of visually ambiguous regions, as in the 
examples below (looking through a window, or sky reflection on the sea). Because the 
output probabilities of model have generally a greater dynamic range than the transi-
tion probabilities, they often play the major contribution in the choice of the best state 
assignment. 
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Fig. 7. Test images with ambiguous regions 

Still, to show the effect of transition probabilities, we used the model to semanti-
cally segment 40 test images. We compare the best state assignment obtained by the 
Viterbi algorithm (this takes into account both output and transition probabilities) 
with the assignment where each feature vector is assigned the state which has the 
highest output probability. The average rate of correctly labeled blocks was 38% 
when taking transition probabilities into account and 32% with only the output prob-
abilities. Figure 8 shows an example, with the original example image, the sub-class 
assignment without transition probabilities (56% blocks correctly labeled), and the 
Viterbi assignment (72% correct). 

 

Fig. 8. Sub-class assignment without/with transition probabilities 

5   Conclusions and Future Research  

The contribution of this paper is to illustrate semantic segmentation of an image by a 
two dimensional hidden Markov model. We show how the model can be trained on 
manually segmented data, and used for labeling new test data. In particular, we use a 
modified version of the Viterbi algorithm that is able to handle the situation where a 
visual sub-class is represented by several states, and only the sub-class annotation (not 
the state annotation) is available. We investigated several properties of this process. 
The motivation for this approach is that it can be easily extended to an larger number 
of classes and sub-classes, provided that training data is available. Allowing several 
states per sub-class gives the model the flexibility to adapt to sub-classes which may 
have various visual evidence. 
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Abstract. Cast indexing is a very important application for content-
based video browsing and retrieval, since the characters in feature-length
films and TV series are always the major focus of interest to the audi-
ence. By cast indexing, we can discover the main cast list from long videos
and further retrieve the characters of interest and their relevant shots for
efficient browsing. This paper proposes a novel cast indexing approach
based on hierarchical clustering, semi-supervised learning and linear dis-
criminant analysis of the facial images appearing in the video sequence.
The method first extracts local SIFT features from detected frontal faces
of each shot, and then utilizes hierarchical clustering and Relevant Com-
ponent Analysis (RCA) to discover main cast. Furthermore, according
to the user’s feedback, we project all the face images to a set of the
most discriminant axes learned by Linear Discriminant Analysis (LDA)
to facilitate the retrieval of relevant shots of specified person. Exten-
sive experimental results on movie and TV series demonstrate that the
proposed approach can efficiently discover the main characters in such
videos and retrieve their associated shots.

1 Introduction

The ongoing expansion of multimedia information in the world wide web and
the entertainment industry has generated increasing requirements for semantic
based video mining techniques, such as news/sports summarization, film/TV
abstraction and home video retrieval. Among various contents in these video
data, characters are always the major focus of interest to the audience. In this
paper, we utilize one of the most important visual cues, human face, to discover
active characters who frequently appear in the feature-length films and retrieve
their associated shots for efficient browsing.

Over the past few decades, there has been a good deal of investigation into au-
tomatic face detection and recognition techniques in the field of computer vision
and pattern recognition [9]. However, due to the large variation of pose, expres-
sion and illumination conditions, robust face recognition is still a challenging
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goal to achieve, especially for the scenario of still images. Recently, a significant
trend in performing video-based face analysis has emerged, which aims to over-
come the above limitations by utilizing visual dynamics or temporal consistence
to enhance the recognition performance. In [6] Arandjelovic and Zisserman ap-
ply affine warping to mitigate the effect of various poses. However, it is unable
to deal with the out-of-plan face rotation problem. The person spotting system
[4] associates multiple exemplars of each person in the shot as a compact face-
track to cover a person’s range and expression changes. The approach constructs
multiple patterns to improve the performance, but may fail in some shots with
insufficient exemplars, which is often the case in movies and TV series. The
multi-view 3D face model is described in [3] to enhance the video-based face
recognition performance. However, it is very difficult to accurately recover the
head pose parameters by the state-of-art registration techniques, and therefore
not practical for real-world applications.

Feature extraction module

Shot detection

Fronfal face detection by Adaboost

Landmarks detection by HDAM

Local SIFT feature extraction

Input video

Shot based character retrieval

Learning measure by LDA

 User feedback

Main cast detection by HAC

Learning measure by RCA

Cast list

Retrieval result

Facial  exemplar extraction 

Gender classification by SVM

Cast indexing module

Cast detection module

face exemplar set of each shot

Fig. 1. Framework of the cast indexing system

As mentioned above, feature-length films contain multiple instances of each
person’s face that can be associated by visual tracking, speech identification and
user feedback. Thus it is possible to improve the cast indexing performance by
utilizing the complementary facial information under different pose, illumina-
tion and expression conditions. Motivated by this idea, we propose a novel semi-
supervised cast indexing approach for feature-length films by hierarchical clus-
tering, relevant component analysis and linear discriminant analysis. The frame-
work consists of three modules as shown in Figure 1. In the feature-extraction
module, near frontal faces are sequentially detected from sampling frames of the
whole video, and then multiple facial exemplars in each shot are extracted by
clustering and connected by tracking. We calculate the SIFT features in 5 local
facial regions to jointly describe the face image. In the cast detection module,
main characters are detected by partial Hierarchical Agglomerative Clustering
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(HAC) [8] and a semi-supervised learning algorithm – Relevant Component Anal-
ysis (RCA) [10] iteratively. These face clusters are sorted by detected gender and
appearing frequency (corresponding to the cluster size). Since faces of the same
person with significant pose or expression variations may be unavoidably classi-
fied into a few separate clusters, it is necessary to utilize user feedback to further
merge these duplicate clusters. Finally, the cast indexing module applies RCA
and Linear Discriminant Analysis (LDA) [12] to learn a discriminative distance
measure from the HAC output and the refined cast list, and then, in this dis-
criminative feature space, retrieves associated shots for the characters of interest
for the users.

The rest of this paper is organized as follows. In section 2, we describe the
proposed method in detail, including feature extraction, main cast detection,
and main cast retrieval. To evaluate the performance of this approach, extensive
experiments are reported in section 3, followed by some concluding remarks in
section 4.

2 Method Details

2.1 Shot Detection

Similar to document mining by parsing the textual content in the form of words,
sentences, paragraphs and the whole document, video mining can be analyzed
in four hierarchical levels – frame, shot, scene and the whole sequence. To well
characterize the video content, shot detection is a prerequisite step and the basic
processing unit of most video mining systems.

A shot is a set of video frames captured by a single camera in one consec-
utive recording action. According to whether the transition between shots is
abrupt or not, the shot boundaries are categorized to two types, namely, Cut
Transition (CT) and Gradual Transition (GT). In our work, we use a shot de-
tection algorithm from Tsinghua University which achieved the best result in
TRECVID 2004 and 2005 [5]. Its CT detector uses the 2nd order derivatives
of color histogram, a flash light detector and a GT filter. Its GT detector uses
motion vectors and the feature outputs from the CT detector.

2.2 Facial Feature Extraction

After shot detection, we use Viola and Jones’ ‘AdaBoost + Cascade’ face detec-
tor [7] to extract near frontal faces from temporal sampling frames in each shot.
By automatic localization of four facial landmarks (centers of two eyes, nose and
mouth) [2], each face is geometrically aligned into the standard normalized form to
remove the variation in transition, scale, in-plane rotation and slight out-of-plane
rotation. Then facial features are extracted from the normalized gray face images.

It is demonstrated that local features outperform global ones in most recog-
nition and verification tasks, since they are more robust to partial occlusions,
pose and illumination variations [1]. In our approach, we first apply Hierarchical
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Direct Appearance Model (HDAM) [2] to detect facial landmark points and then
extract the SIFT features [1] in five local rectangular regions, covering two eyes,
central region of two eyes, nose, and forehead, as shown in Figure 2.

Fig. 2. Local SIFT feature extraction. (a) The original face image; (b) Detected 30
facial landmarks using HDAM; (c)Five local face regions for SIFT feature extraction.

As the basic processing unit in videos, a shot may contain NULL, one or more
actors’ faces. The faces of the same person in one shot can be easily detected by
tracking the continuous positions of facial landmark points. To effectively char-
acterize the variation of different poses, expressions and illumination conditions,
we perform the basic leader-follower clustering algorithm [8] to generate multiple
face exemplars for the same person in each shot. Thus a person appearing in one
shot is represented by a representative face-exemplar set. The face-set distance
measure between two shots Si and Sj is defined by the shortest element-pair
distance between the two sets as Eq(1):

d(Si, Sj) = min
m,n

|xi,n − xj,n|/dim (1)

where xi,m ∈ Si, xj,n ∈ Sj are the concatenated local SIFT feature vectors, |.| is
the L1 distance and dim = 5 × 128 is the dimension of the feature vector. The
basic leader-follower clustering algorithm is described as following:

Algorithm (Basic leader-follower clustering)

1 begin initialization θ = threshold

2 C1 = {x}, N = 1
3 do accept new x

4 j = arg mini ‖x − Ci‖ (i = 1, . . . , N) //find the nearest cluster Cj

5 if distance(x,Cj) < θ //belong the same person
6 Cj = Cj + {x}
7 else create new cluster CN+1 = {x}, N = N + 1
8 until no more samples x

9 return C1, C2, . . . , CN

10 end

2.3 Main Cast Detection Using HAC

In most feature-length films, the main characters are the persons who frequently
appeare in different shots, resulting in large numbers of similar face images, e.g.
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frontal faces. Based on this observation, the main characters can be discovered
by clustering all the selected shots using the distance measure proposed in Eq(1).

It is well known that facial features, represented as high-dimensional pixel
arrays, often belong to a nonlinear manifold of intrinsically low dimensionality
[11]. The variations between the facial features of the same person under different
pose, illumination and expression are almost always larger than the variations
due to changes in face identity. Therefore, in the clustering process, we do not
partition all the shots by “flat” algorithms (e.g. K-means or spectral clustering)
which will unavoidably group different persons into the same cluster. Instead, we
perform Hierarchical Agglomerative Clustering (HAC) [8] to merge similar face
shots whose distances are below a strict threshold, i.e. the clustering process will
terminate once the merging face-set distance exceeds a pre-selected threshold.
The threshold is set low enough to make sure that the two merged clusters are
from the same person. As illustrated in Figure 3, the dendrogram shows how the
shots are grouped by HAC, which well reflects the similarity relationship among
different characters.

Fig. 3. Main cast detection by HAC on 10 shots. The HAC stops clustering when the
face-set distance between shot 9 and shot 10 exceeds the threshold θ = 0.87.

Algorithm (Agglomerative hierarchical clustering)

1 begin initialization S1, S2, . . . , Sn, θ = threshold,Nend, F

2 N = n, Ci = {Si}, i = 1, 2, . . . , N

3 do N = N − 1
4 Find nearest clusters, say Ci and Cj

5 if ‖Ci − Cj‖ < θ //make sure to be the same person by θ

6 merge Ci and Cj

7 else break
8 until N = Nend

9 return sorted cluster with cluster size > F (shots)

10 end

After HAC procedure, the output clusters are sorted according to their sizes.
Only clusters which contain more than F shots (i.e. the frontal face appears
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at least in F shots) are selected as the main characters. Furthermore, genders
of the main cast are detected by an SVM classifier using the local SIFT facial
features (Figure 5). In our work, RBF kernel based SVM classifier is trained on a
dataset of 2000 labeled samples and performs well for most of the videos with an
averaged precision of 90%. According to the user’s preference, the cast list can
be also organized by their ages, poses or expressions for convenient browsing.

The main cast detection process is fully automatic. Although exemplars of
each cluster belong to the same person, it is unavoidable that a person may
appear in a few clusters due to the large variation of poses and expressions etc.
The accuracy can be further refined by semi-supervised learning in section 2.4
and user’s feedback.

2.4 Refine Main Cast Detection Using RCA

For many clustering and classification algorithms, such as K-means, SVM, and
K nearest neighbor (KNN) etc., learning a good distance metric from training
examples is the key to their success. Since exemplars of each cluster belong to
the same person, each cluster is a chunklet [10]. We define “chunklet” as a subset
of data points that are known to belong to the same although unknown class.
From this kind of side-information in the form of equivalence relations, we learn
a better distance metric in a semi-supervised manner and further perform the
main cast detection using HAC.

In our approach, we employ Relevant Component Analysis (RCA) [10] to
improve the feature space of HAC. The RCA algorithm has been theoretically
shown to be an optimal semi-supervised learning procedure from the information
theoretic perspective. By learning a Mahalanobis metric from chunklets, RCA
transforms the original feature x into a new representation y, which assigns
large weights to “relevant dimensions” and low weights to “irrelevant dimen-
sions”. Thus in the new feature space, the inherent structure of the data can be
more easily unraveled for clustering.The RCA algorithm is described as following:

Algorithm (Relevant Component Analysis)

1 Begin initialization k chunklets {xji}nj

i=1 with means mj , j = 1, . . . , k

2 Compute the scatter matrix
- C = 1

p

∑k
j=1

∑nj

i=1(xji − mj)(xji − mj)T

3 Compute the whitening transformation matrix by SVD
- W = C−1/2

4 Transform the original feature x to the new feature y = W · x
5 end

In the case of singular matrix C of high dimensional features, SVD is applied
to calculate the transformation matrix W . Figure 4 (a) simulates the manifolds
of facial features of two persons, where two chunklets are marked as red circles
and blue circles respectively. Figure 4 (b) is the transformed features using RCA.
It can be seen that transformed manifold becomes more separate. A constrained
k-means clustering over the original feature space gives poor result with an
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Fig. 4. (a) A 2-class clustering problem where each cluster has 4 labeled feedback sam-
ples as chunklets; (b) Data set after RCA transformation; (c) Constrained k-means
clustering over the original space; (d) Constrained k-means clustering over the trans-
formed RCA feature space

accuracy of 60% (Figure 4 (c)). However, through the RCA transformation, the
constrained K-means achieves significant improved performance with an accu-
racy of 96% (Figure 4 (d)).

2.5 Main Cast Retrieval Using LDA

By main cast detection of section 2.3 and 2.4, we discovered main characters and
most of their multi-view facial exemplars in the video. Since faces of the same
person may be classified into a few different clusters, it is necessary to utilize the
user’s feedback to refine the finial cast list by indicating which clusters belong to
the same person. To retrieval relevant shots of these main characters for efficient
browsing, we apply a nearest neighbor matching in the Linear Discriminant
Analysis (LDA) [12] subspace of the above feature space.

LDA is a well-known technique for dealing with the class separability problem
and determining the set of the most discriminant projection axes. The most
widely used LDA approach seeks an optimal projection from the input space
onto a lower-dimensional discriminating feature space as Eq(2).

Wopt = argmax
W

|WT SbW |
|WT SwW | (2)

with the within class scatter matrix Sw =
∑L

i=1

∑
xk∈Xi

(xk − mi)(xk − mi)T

and the between class scatter matrix Sb =
∑L

i=1 ni(mi − m)(mi − m)T . Here
mi is the mean face of class Xi, m is the mean face of all classes, and ni is
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the number of samples in class Xi. The optimal projection matrix Wopt can
be constructed by the eigenvectors of S−1

w Sb. To avoid degeneration of Sw, we
first reduce the feature dimensionality by PCA, and then perform discriminant
analysis in the reduced PCA subspace. By applying this method, we find the
projection directions that maximize the Euclidean distance between the face
images of different classes and minimize the distance between the face images of
the same class. An example of main cast retrieval is illustrated in Figure 6.

3 Experiment

To demonstrate the performance of the proposed cast indexing approach, ex-
tensive experiments were conducted on a story TV series of “Da ChangJin”
and an action movie of “007 Die Another Day”, totaling up to 3 hours of videos.
“DaChangjin” is a hot Korea TV series with 594 shots and 67006 frames (45min).
The main characters are Chang Jin, Jin Ying, Cui ShangGong, Shang Shan, Min
ZhengHao etc. “007 die another day” is a famous action movie with 1652 shots
and 237600 frames (132min). The main cast includes James Bond, Jinx Johnson,
Gustav Graves, Miranda Frost, Zao etc.

In the experiments, we temporally sample each shot by 5 frames per second to
reduce the duplicated images and computational burden. The detected main cast
of “Da ChangJin” and “007 Die Another Day” are shown in Figure 5, which are
organized according to their gender for convenient browsing. It can be observed
that there are some duplicate faces which correspond to large pose, illumination
and expression variations of the same character. The gender is detected by RBF

Table 1. Performance of Gender classification by SVM

Gender Precision (%) Recall (%) F-score (%)
female 97 90 93
male 95 98 97

female

male

female

male

Fig. 5. Automatically detected main cast of “Da Changjin” and “007 Die Another
Day” by HAC and RCA
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Fig. 6. An example of main cast retrieval. (a) The main cast list. (b) The face-exemplar
set of one actress “Jin Ying”. (c) Key frames of the retrieved shots for the query person
“Jin Ying”.
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Fig. 7. The precision vs. recall curves of main cast retrieval of “Da ChangJin” and
“007 Die Another Day”. The red solid curves are the RCA based retrieval result. The
blue dashed curves are the retrieval results without RCA.

kernel based SVM classifier on local SIFT features. Table 1 illustrates the gender
classification performance with F-score above 93%. The F-score = 2 × Pr ×
Re/(Pr + Re) evaluates the comprehensive performance.

According to user’s feedback, we manually merge clusters of the same person
to refine the finial cast list and get the multiple exemplars of each character. By
these exemplars, LDA learns the discriminative transform W to retrieve relevant
shots of the query person. Figure 6 illustrates one retrieval procedure of a main
actress “JinYing” in the TV series “Da ChangJin”. The curves of six main actors
in “Da ChangJin” and “007 Die Another Day” videos are shown in Figure 7 and
Table 2. It can be observed that LDA significantly improves the shot retrieval
performance and achieves good cast retrieval result.
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Table 2. Performance of the main cast retrieval of “DaChangJin” using RCA and
LDA

Character Precision (%) Recall (%) F-score (%)
CuiShangGong 85.7 93.1 89.25
HanShangGong 78.1 100 87.70

JinYing 85.2 100 92.01
ChangJin 95 57.1 72.69
LingLu 100 55.6 71.47

HuangShang 100 100 100
ShangShan 100 54.5 70.55

4 Conclusion

In this paper, we proposed a novel semi-supervised cast indexing approach using
HAC, RCA and LDA. The method first detects near frontal faces from temporal
sampling frames of each shot and then adopts partial hierarchical agglomerative
clustering (HAC) and semi-supervised learning algorithm RCA to discover the
main cast. To refine the accuracy of automatic main cast detection, user’s feed-
back is employed by indicating which clusters belong to the same person. Then
by these multiple exemplars of main characters, Linear Discriminant Analysis
(LDA) algorithm learns a discriminative distance measure to retrieve relevant
shots of the query person in the whole video. Extensive experimental results on
movies and TV series demonstrate the effectiveness of the approach. In future
work, we’ll take advantage of multiple cues such as speech, music, clothing, close
caption, and tracking etc. to improve the cast indexing performance and further
retrieve the highlight scenes of main characters.
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Linking Identities and Viewpoints in Home
Movies Based on Robust Feature Matching

Ba Tu Truong and Svetha Venkatesh
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Abstract. The identification of useful structures in home video is diffi-
cult because this class of video is distinguished from other video sources
by its unrestricted, non edited content and the absence of regulated story-
line. In addition, home videos contain a lot of motion and erratic camera
movements, with shots of the same character being captured from var-
ious angles and viewpoints. In this paper, we present a solution to the
challenging problem of clustering shots and faces in home videos, based
on the use of SIFT features. SIFT features have been known to be robust
for object recognition; however, in dealing with the complexities of home
video setting, the matching process needs to be augmented and adapted.
This paper describes various techniques that can improve the number of
matches returned as well as the correctness of matches. For example, ex-
isting methods for verification of matches are inadequate for cases when
a small number of matches are returned, a common situation in home
videos. We address this by constructing a robust classifier that works
on matching sets instead of individual matches, allowing the exploita-
tion of the geometric constraints between matches. Finally, we propose
techniques for robustly extracting target clusters from individual feature
matches.

1 Introduction

The aim of this work is to extract the structure within a home video footage
collection, and towards this goal three tasks are currently defined:

– Shot matching. We attempt to look for clusters of shots with overlapping
fields of view, which often lie on the same side of a 180-degree axis. Identi-
fication of these shot clusters in the scene is important since each tends to
depict one semantic component of the scene, both in terms of the structure
and story.

– Face matching. Based on an initial set of faces returned by the face detector,
we aim to extract a set of face clusters associated with different individuals.
This is strongly desired in home videos, since they mainly focus on characters
that appear in the video, for example, family and friends. In addition, the
ability to link faces across different scenes is also relevant as the footage
collection of a user often contains a small set of dominant characters, each
appearing in separate footage captured at different times and locales.

– Scene matching. Apart from chronological organization of home videos, it
is possible that, via scene matching, they can be organized on the basis of
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where the event has actually taken placed and captured, enabling non-linear
navigation of the footage collection.

However, in this paper, we will restrict our focus to the first two tasks since the
scene matching can be seen as derivative from shot matching process.

Our approach to these three matching/clustering problems is based on the
use of Scale Invariant Feature Transform (SIFT). First, syntactical analysis is
performed on a home video to extract shots, keyframes and session boundaries.
SIFT features are extracted for each frame and various matching techniques is
applied on each frame pair to determine when they match. Matches at frame
level can then propagate to shot and scene levels to form suitable clusters. With
respect to face clustering, face detection is applied to each keyframe. Detected
faces provide us with a set of subjects for clustering. Characters where faces are
not captured is considered less important and it is acceptable if we fail to cluster
their faces. Face matching is carried out by using only SIFT features associated
with those faces.

To the best of our knowledge, this is the first work to investigate the use of
SIFT feature to solve the difficult problem of clustering shots, faces and scenes
in home videos. Although SIFT features have been known to be robust for object
recognition, the standard SIFT matching method fails to deal adequately with
the following complexities associated with the home video setting: objects lying
in different planes, too few matches returned due to the large degrees of rotation
in depth, and the high ratio of noisy matches to correct ones. Therefore, we
propose novel techniques for adapting the use of SIFT features for our problem
domain. First, we propose a distance-based verification procedure to produce
the basic set of matches. An iterative version of RANSAC is used to extract all
correct matches to robustly overcome the problem of objects being on different
planes. For identifying correct matches when only a small number of matches are
returned, we construct a robust classifier that works on matching sets instead
of individual matches, allowing the exploitation of the geometric constraints be-
tween matches. To increase the variance in pose of the face set used for matching,
we detect and track the presence of a face across keyframes in a shot. Finally,
we propose methods for refining the cluster based on the knowledge about the
cluster structure in the scene, e.g., two faces detected on the same frame cannot
belong to the same cluster. We demonstrated the effectiveness of our techniques
in various home video footage.

2 Previous Works

Shot clustering/grouping has been often used as an intermediate step in extract-
ing scene boundaries [1,2,3,4]. Hence, these methods only demand that shots
clustered together come from the same scene, instead of having overlapping
views. They then use overlapping link reasoning to merge separated clusters
into scenes. This work, in contrast, uses scene indices available through other
methods as the temporal constraints in searching for shot clusters. Clustering of
shots for the purpose of content browsing and presentation has been examined
in [5]. Recently, [6] investigated the use of clustering to detect film scenes that
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are coherent in time/space or mood and present them in a Scene-Cluster Tem-
poral Chart that depicts the alternating themes in a film. The common problem
with these works is that they tend not to explicitly specify what the extracted
clusters represent, other than to describe them in terms of the results obtained
(e.g., indoor, coffee shop scenes), and neither do they specify any consistent
groundtruth.

The shot matching problem is more clearly stated in [7] and [8], which aim to
detect ‘identical’ shots or shots that perceptually belong to the same production
takes of a scene. However, they exclude the linking of shots where the camera
setup has changed, although the focus of the shot remains the same. In addition,
their use of color histogram as the feature for matching is not robust due to its
sensitivity to changes in light condition and movement of local objects, while not
being sufficiently distinctive for scenes that are under-lit. While it has not been
thoroughly investigated, the matching of video shots using invariant features is
not completely new and has been addressed in [9]. However, their method is
different to ours in terms of the selection of features and the matching process.
Moreover, they do not to report concrete results in terms of the precision and
recall of matches.

3 SIFT Keypoints and Matching

Prior to this step some existing techniques are employed to extract shots, shot-
based keyframes and session boundaries of a home video. We refer readers to
the technical report [10] for details.

3.1 Extraction of Keypoints

Scale Invariant Feature Transform (SIFT) [11] is an approach for detecting and
extracting local feature descriptors that are reasonably invariant to changes in
image noise, illumination, rotation, scaling and viewpoint.

The SIFT algorithm produce a set of keypoints, each is associated with the
following set of values:

– (x, y): The real-valued position of the keypoint.
– σ: The orientation of the keypoint. Note that multiple values may be asso-

ciated with the same (x, y).
– s: The scale of the keypoint.
– d: The descriptor, a vector of 128 real values.

There are various methods for extracting invariant features. We select the
SIFT approach due to its superiority in discrimination and stability as demon-
strated in the the comparative evaluation reported in [12].

3.2 Filtering and Enlargement of Matching Set

In traditional object recognition, given a database of keypoints stored for object
models, the set of keypoints found on the current image is matched to keypoints
in the database on the basis of individual best matching, and the best match of
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a particular keypoint in the image is the closest one in the database. Euclidean
distance is used to measure the closeness between two keypoints. The matching is
directional, i.e., image to the database. In our problem domain, the matching is
non-directional; therefore we need to modify the matching process accordingly.

Basic Matching Based on Descriptor Distance. The nearest point match-
ing will find a match for every keypoint, regardless of whether matching key-
points actually correspond to the same point in 3D scene. Here, we describe
some methods for removing incorrect matches using only the distance between
keypoint descriptors.

– Matches not distinctive to the second closest match. This is proposed in the
SIFT paper [11] as a better method for broadly examining the correctness
of a match based on the distance between descriptors. Instead of setting
the threshold on the distance between the keypoint to its nearest match, the
threshold (=0.75) is applied on the ratio of this distance against the distance
to the second closest match. This technique is illustrated in Figure 1b, where
(2) and (3) are two keypoints in the source image that is the closest and the
second closest to the keypoint (b) in the target image, since their distance
ratio (0.3/0.35) is large, the match 2 �→ b is discarded.

– Multiple targets matches to the same source point. In this case, multiple
keypoints in the target image are matched to the same point in the source
image. Only the maximum of one match is correct. Here, we greedily discard
all matches. For example, in Figure 1c, all three keypoints in the target image
is matched to the same keypoint (4) in the source image. Hence, all matches
4 �→ c, 4 �→ d, 4 �→ e are removed.

– Matches with different returns. This is illustrated in Figure 1d, (5) is the
closest keypoint to (f), however, when the source and target images are
swapped, a keypoint different to (5) is matched to (f). Like the above case,
it is impossible that both matches are correct. Thus, we remove them both.

Fig. 1. Different cases of keypoint matches

After applying above techniques both ways to each image pair, we are left
with matches of two types: perfect two-way matches (Figure 1a) and one-way
matches. While the first ones are generally very reliable, the latter are less so.
Therefore, a smaller threshold (=0.65) on the distance ratio is applied.

RANSAC for Verification and Enlargement of the Matching Set. Ran-
dom Sample Consensus (RANSAC) [13] is a technique for fitting a model to
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experimental data. The idea behind the RANSAC procedure is simple. A model
is constructed from a set of samples randomly selected, and the rest of the data
is checked for agreement with the proposed model to form the consensus set. The
model is claimed if a good consensus set is found. In our work, RANSAC is used
not only for deciding if two images match, but also for verifying the correctness of
individual matches, crucial for the correct construction of keytracks. However, we
observe that in the natural setting of home videos, objects lie in different image
planes and each plane tends to produce different good consensus sets. Therefore,
we propose the iterative execution of RANSAC, which removes a good consensus
set each time till no more good consensus set can be found. More details of this
algorithm can be found in [10].

Match Classifier. While RANSAC can robustly address the case where a lot
of matches are returned, it is more difficult to deal with the situation when a
few matches are returned for two overlapping shots due to significant rotation in
depth. For these cases, we need to exploit all information available to determine
when individual matching of keypoints is correct. However, features associated
with individual matching are limited to the Euclidian distance and attributes
of two associated keypoints, which is not sufficient for reliable verification of
matches. Since a correct match needs to be geometrically consistent with other
correct matches, we can classify a match by considering its relationship with
other matches. Here, we pose the problem of individual match verification as the
problem of verifying a set of matches together where interacting features can be
exploited as follows: Given a predefined value k, we would like to construct a clas-
sifier to differentiate between correct and incorrect sets of k matches. A correct
set is the set with all correct individual matchings. Let M = (m1, n1), ..., (mk, nk)
be a set of k matchings of keypoints from frames fi and fj. First, we compute the
similarity transform φ from M. Via φ, the following set of features is extracted
to construct the classifier.

– e. This is the error associated with the similarity transform and matching
set M. A perfect matching has Zero error, while a large value indicates an
incorrect matching. This feature is irrelevant (=0) when k = 2.

– Δ(σ). This is the average difference in orientation of individual keymatches
to the orientation in the similarity transform:

Δ(σ) = |
∑k

i=1 (σ(ni) − σ(mi) − σ)
k

|. (1)

Δ(σ) = 0 for a perfect match.
– Δ(s). This is similar to the average difference in orientation but we take the

log of the scale instead.

Δ(s) = |
∑k

i=1 (log(s(ni)) − log(s(mi)) − log(s))
k

|. (2)

Just like orientation, Δ(s) = 0 for a perfect match.
– σ. One expects little rotation along the z-axis in typical home video footage,

so its value tends to be around 0 for correct matches.
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– dist. This represents the average Euclidean distance between keypoints of
all matching in M. A low value indicates a correct match.

Training the classifier. Data used for generating the incorrect matching set is
from keyframe pairs associated with shots that are not overlapping in the field
of view. This set is relatively large. The construction of the correct matching
sets requires manual annotation of individual keymatches. We have constructed
a visual tool that works on keyframes associated with shot pairs belonging to
the same cluster in the groundtruth, which allows incorrect key matches to be
visually identified and eliminated. All combinations of size k from remaining
matches is added to the data set. All data for training the classifier comes from
only one single scene in our footage collection. The classification model used in
our work is currently the decision tree, chosen for its simplicity and speed. We
build two decision trees, with k = 2 and k = 3 respectively. Figure 2 shows some
examples of matches (white lines) that are correctly picked up by the proposed
match classifier. These matches can not be verified as correct via RANSAC.

Fig. 2. Examples of matches correctly identified by the classifier

4 Clustering and Refinements

In Section 3, we only address the problem of keypoint matching and propose
techniques that can classify the correctness of a key match. Here we discuss how
individual key matches can be used to cluster video units of interest: shots, faces,
and scenes.

From Keymatch to Image Match. First we need to roughly decide if two
keyframes (or a face detected on these keyframes) match in terms of field of view
(or the identity). Theoretically, we need only one correct keymatch to conclude if
two keyframes match. Practically, we need to allow rooms for errors and inrele-
vant matches. Here we define the strength of match between two set of keypoints
M and N as the number of correct matches between them:

M(M, N) = |{(mi, nj)|M(mi, nj) = 1, mi ∈ M, nj ∈ N)}|. (3)

We only claim two keyframes (or faces) match if their matching strength passes
a threshold (=6) and (=3) respectively.
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This can then be aggregated to shot-to-shot matching by having two shots
matched if they contain at least one matching pair of keyframes, one from each
shot. The strength of a shot-to-shot match is determined as the average of the
strength of all keyframe level matches:

M(s1, s2) = E{M(fi, fj)|M(fi, fj) > 0, fi ∈ s1, fj ∈ s2},
where E{.} denotes the average of all values in the set. We only consider those
keyframe pairs that actually match.

Consistency with Object Transform. When matching two objects, faces in
our case, the overall similarity transform for all keymatches should roughly be
the same as the similarity of the object bounding box itself. Otherwise, these
keymatches, albeit correct, are not associated with the object features, but the
background. This is very similar to the concept of the match classifier described
in Section 3.2. Here, we can treat the centre of the face bounding box as a key-
point of the face, with the rotation and scale defined by the bounding box angle
and size respectively. Using the similarity transform computed from keymatches,
we can project the centre of the source face region to the target face. Ideally,
the projected point should be identical with the centre of the target face both
in location, scale and orientation.

Connected Components. For each scene, the clustering is then extracted
based on these individual matching pairs. We consider each shot (or face) as a
node in a graph with matching shot pairs forming its edges, and shot clusters
can be easily identified by searching for connected components of the graph.

Cluster Splitting Based on Weak Links. Clusters formed above are rela-
tively crude; one false positive match at keyframe level may lead to the merging
of two separate shot clusters. These false positives often lead to the situation as
depicted in Figure 3a. The detection of connected components means all shots
(1),(2),(a) and (b) are considered to be from the same cluster. However, this clus-
ter is actually formed by two separate clusters connected via weak links (1,b)
and (2,a), and they should be split. The most important issue here is deciding
when the linking is sufficiently weak to warrant a split. Currently, we heuristi-
cally search for a cut of the graph with a maximum of k (=2) edges between
them and the strength of each edge between the two partitions are less than a
threshold, (=7) for shot matching and (=3) for face matching.

Cluster Splitting Based on Distinctive Items. This is currently applicable
to face matching only. For example, when multiple faces are detected from one
single keyframe, these faces must be associated with different persons. However,
they can be matched to the same person in a different shot and face clusters of
these two persons are merged as they belong to the same connected component
of the graph. This is also useful when the user wants to manually refine clusters;
he only needs to pick two items that should belong to two different clusters, and
the algorithm will automatically assign other items.

Given that two faces are known to be associated with two different persons,
the splitting of clusters is done in a greedy manner as illustrated in Figure 3b.
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Fig. 3. Cluster splitting based on weak links and known distinctive items

For known distinctive faces (1) and (a), two clusters are created and one face
is assigned to each cluster. For each face in the original cluster, the face with
the largest total matching strength to these faces are considered next (the most
likely match to either of the existing clusters) and it is added to the cluster with
larger average strength. We exclude strength 0 from calculating the average, and
hence are biased towards individual strong matches. In Figure 3b, the face (x)
is the face currently having largest total strength to two clusters. It is added to
the cluster containing (1) which has stronger average strength.

5 Implementation and Results

We have tested our matching techniques on a set of 10 typical home videos,
consisting of two main themes: Baby & Family and The Office. In this section,
we opt to demonstate typical results using sample video sequences. For more
detailed results in terms of the clustering precision and recall, we refer readers
to the technical report [10]. The overall results are very good.

5.1 Shot Matching

Given various matching techniques described in the precious section, the extrac-
tion of shot clusters is relatively straight forward.

– For successive keyframes of a shot, RANSAC is applied to identify correct
matches and construct keytracks for the shot.

– Via keytracks, individual keyframes are matched and verified by the basic
matching process based on the descriptor distance described in Section .

– For a pair of shot, if number of matches from any two of their keyframes
is large (≥ 10), they are considered to be correct matches and RANSAC
is applied to extract the number of correct matches. Otherwise, the match
classifier is applied.

– Shot clusters are formed by detecting connected components, which can then
be split via the detection of weak links as described in Section 4.

This procedure is applied for every scene in the footage collection. Figure 4
show shot clusters detected for home video footage of an outdoor activity and
an indoor baby crawling scene. Each shot is presented by its first keyframe.
The figure shows that our method is very successful. In the first footage (a),
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it correctly divides water body shots into two groups and so too for the table
shots, as two camera position are used for each of these setups. The two single-
item clusters are also correct for this footage. For the second footage (b), two
main clusters of shots, the cot and baby on the ground, are both extracted. The
close-up of the baby forms its own cluster, which can also be treated as correct.

Fig. 4. Example of Shot Clusters

5.2 Face Matching

Intra-Shot Matching. We first would like to examine the ability of our method
to perform intra-shot matching of faces detected in individual keyframes. The
extraction of face clusters within a shot should be more accurate than inter-shot
extraction. These clusters are useful in two ways. Each cluster can be used to
search for more faces in keyframes not overlapping with it, which produces a
large set of faces of different poses associated with the same individual. Subse-
quently, enlarged face clusters within each shot can be used as a single unit for
matching with other frames or face clusters in other shots. Given SIFT feature
have already been extracted for each keyframe of the shot and a set of faces have
been extracted by the face detector, the procedure for intra-shot clustering of
faces is as follows.

1. Define a region around each detected face, and extract a subset of SIFT
keypoints that lie in the region.

2. Perform basic matching and verification.
3. Apply RANSAC and extend the match set if possible.
4. Apply Match Classifier if required.
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5. If two faces are matched, check the consistency between the face transform
parameter and the similarity transform parameter computed from the match-
ing set.

6. Compute the connected components to extract the initial set of face clusters.
7. For each cluster that contains two faces that are detected from the same

keyframe, the splitting procedures described in Section 4 is applied.

Figure 5 show the detected face clusters in various shots1, in which faces from
the same cluster are grouped in the figure without any space separation. The
face detector gives a total of four false alarms. The first row shows that for two
shots (a & b) face matching based on SIFT feature can overcome the occlusion
and distortion of faces due to subject movements, which can be very problematic
for standard face recognizers. In the second row, two persons appear in the same
shot. However, the two associated face clusters were actually detected as one
after Step 6 due a couple of features being matched across two persons. Since
the two faces 4 and 5 (marked with the dotted line) are detected in the same
keyframe, Stage 6 correctly splits the cluster. Similarly in row 3, matching of
calendar features initially places the calendar in the same face group as the
subject. However, as two ‘faces’ come from the same frame, they are used to
correct the cluster. For row 4, some correct feature matches are found between
face 3 and 5. However, these matches are not associated with the face, and the
consistency check in Step 4 correctly discards the match. If Step 4 is omitted,
only 1 single cluster is produced.

Fig. 5. Example of Intra-Shot Face Clusters

Extending the Face Set. Faces detected by the standard face detector are
mainly limited to frontal views. Since we would like to find and match as many
faces and people as possible in the video sequences, we need to generate more face
1 We remove some faces from each cluster for display.
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exemplars in various views. This is achieved by matching faces in each cluster
formed by the intra-shot matching to the remaining keyframes of the shot with
respect to each cluster.

For each detected face, we define two regions associated with it, F0 and F1,
with F0 ⊂ F1. Using these face regions, we extract a set of keypoints to represent
the face extracted from a keyframe f as:

K(F(.)) = {ki = (xi, yi, σi, si, di)|ki ∈ K(f), (xi, yi) ∈ F(.)},
where K(X) denotes the set of keypoints associated with entity X . We use K(F0)
to match face regions across video shots, while K(F0) is used to generate more
face exemplars as explained next. Note that although K(F1) may contain some
features that belong to the background, the possibility of having faces of two
different people in close approximity to the same feature point of the background
is very low. This allows us to define K(F1) as relatively large, without generating
false matches in background regions.

For a cluster Ci detected via the intra-shot cluster method described above,
if we have a keytrack intersect with the current frame and some of regions F0 of
faces in Ci and there is no face of cluster Ci detected in the current frame, then
a new face exemplar of cluster Ci is claimed. The region F1 of the new exemplar
is defined by projecting the matching face in Ci according to the similarity
transform produced by the matches (i.e., on the same track).

Inter-Shot Matching. After extending the number of face exemplars, for each
scene, we put all faces through the same procedure as intra-shot face clustering
described above, which produces a set of face clusters. Finally, some of clusters
are merged if they contain faces that come from the same intra-shot face clusters.
This is possible due to the high precision obtained with intra-shot clustering.

Figure 6 shows 11 face clusters detected for a scene. Seven of them contain one
single face. Row 1 and 2 shows our algorithm can cluster faces of different poses

Fig. 6. Example of inter-shot face clusters
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correctly. Ideally, main cluster in row 4 should be merged with the cluster in row
1. Yet, a close-examination shows that the difference between these two clusters
is the subject wearing and not wearing glasses, emphasizing the importance of
SIFT features around the eyes for face matching. Row 3 shows our clustering
is insensitive to medium lighting changes. Single-face clusters mainly contain
non-face objects. There are two cases in row 4, where they should have been
merged to the main cluster. However, these faces involve severe lighting changes
and motion distortion.

6 Conclusions

We have presented a SIFT based solution to the challenging problem of clustering
shots, faces and scenes in home videos. We adapt the SIFT based matching
process to deal the complexity of home video: objects lying in different planes,
large rotations in depth and large viewpoint differences. We demonstrate the
results of our algorithm on a set of 10 typical home videos. Future work can
explore the use of alternatives such as PCA-SIFT to increase robustness. Another
important issue to address is the computational complexity and methods to
address this issue could explore the use of different levels of granularity levels
for different matching tasks.
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Abstract.  This paper presents an efficient learning scheme for automatic anno-
tation of video shot size.  Instead of existing methods that applied in sports vid-
eos using domain knowledge, we are aiming at a general approach to deal with 
more video genres, by using a more general low- and mid- level feature set.  
Support Vector Machine (SVM) is adopted in the classification task, and an ef-
ficient co-training scheme is used to explore the information embedded in  
unlabeled data based on two complementary feature sets.  Moreover, the subjec-
tivity-consistent costs for different mis-classifications are introduced to make 
the final decisions by a cost minimization criterion.  Experimental results  
indicate the effectiveness and efficiency of the proposed scheme for shot size 
annotation. 

1   Introduction 

With the rapid proliferation of digital videos and development in storage and net-
working technologies, content-based video organization and retrieval have emerged 
as an important area in multimedia community.  This leads to an increasing attention 
on the detection and management of semantic concepts for video.  However, existing 
works mainly focus on the concepts defined by the scenes and objects in the video 
frames, such as high level feature extraction task in TRECVID [1], while ignoring the 
fact that camera shot sizes also convey important information, especially in film 
grammar [5]. 

Generally, camera shot size is decided by the distance from camera to objects (here 
we don’t take camera parameters into account).  We argue that the shot size informa-
tion is useful in at least the following three aspects: 

(1) It is known that shot size variation of consecutive shots has some patterns in 
professional film editing, which can be regarded as one of the “editing gram-
mars” in videos [5, 6, 7, 9].  If shot size can be automatically annotated, more 
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compelling editing results may be obtained by automatic video editing methods 
with shot size information. 

(2) Shot size patterns can be regarded as semantic concepts, which are useful in 
video retrieval.  As shown in Fig. 1, generally such three pictures are all regarded 
as with the semantic concept building.  However, there are large differences 
among them in appearance.  If we combine shot size patterns with these semantic 
concepts, we can obtain more accurate retrieval results. 

(3) Shot size information facilitates semantically analyzing videos in higher level, 
such as tracking the intention of home videographers [11]. 

Shot size classification has already been extensively studied in sports video as they 
are useful to identify different views, such as field, audience and player [15].  How-
ever, these methods are mainly based on domain knowledge, such as detecting the ratio 
of playfield in frames [15], thus they can not be applied to other video genres.  In [8] 
the authors annotate shot size patterns based on strict assumptions of video editing 
structure.  Recently, Ferrer et al. [5] attempt to classify shot size patterns based on 
several general audiovisual features.  However, their work mainly focuses on films and 
their features are based on the analysis of Hollywood films.  Thus these methods can 
not be easily extended to other video genres (such as home videos, which are not with 
so high quality).  Although automatic shot size annotation is appealing, how to obtain 
satisfied annotation accuracy for general videos still remains as a challenging issue. 

In this paper, we propose an efficient learning scheme for automatic annotation of 
video shot size.  Here we demonstrate our scheme by annotating shot size as three 
categories, including close-up (CU), medium shot (MS), and long shot (LS), as shown 
in Fig. 1.  It is worthy noting that our scheme is extensible – we can easily introduce 
more categories, such as medium close-up and medium long shot.  In our scheme, 
besides widely applied low-level features, we develop a mid-level feature set to depict 
the homogeneous color-texture regions after image segmentation, since it is observed 
that shot size patterns are closely related to the number, sizes and shapes of the ob-
jects in video frames.  To deal with the fact that training data are usually limited and 
consequently classifiers learnt on training data are not accurate, we employ co-
training to boost the accuracies of these classifiers by leveraging unlabeled data.  
Then, we make the final decisions by taking subjectivity-consistent costs of different 
mis-classifications into account: the cost for confusion of CU and LS is twice larger 
than other mis-classifications. 

The organization of this paper is as follows.  Section 2 briefly introduces the pro-
posed scheme.  In Section 3, we detail the features employed for shot size annotation.  
In Section 4, we introduce our classification approach, including co-training and cost-
sensitive decision.  Experimental results are provided in Section 5, followed by con-
cluding remarks in Section 6. 

CU MS LS  

Fig. 1. Examples of semantic concept building with different shot size patterns 
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2   Scheme Overview 

The proposed video shot size annotation scheme is illustrated in Fig. 2.  Firstly, from 
video data we extract features, including low- and mid-level feature sets.  The detailed 
employed features are introduced in the next Section.  Then two Support Vector Ma-
chine (SVM) models are trained on several pre-labeled data.  After that, we apply the 
co-training process to the two SVM classifiers with the help of unlabeled samples, 
and the two refined SVM classifiers are then combined to generate preliminary re-
sults.  Finally we make the final decisions according to cost-sensitive criterion based 
on the truth that different mis-classifications are with different costs in subjectivity. 

Training 
video data

Under-test 
video data

Feature Extraction 
(Low- and Mid-level)

SVM Classifiers

Feature Extraction 
(Low- and Mid-level)

 Co-training

Updated SVM 
Classifiers

Combination
Const-Sensitive 

Decision Results
 

Fig. 2. Proposed video shot size annotation scheme 

3   Feature Sets 

3.1   Low-Level Feature Set  

To discriminate different shot size patterns, the first step is to select the feature sets 
closely related to shot size.  Here we choose a 95D low-level feature set, which con-
sists of 45D block-wise color moment features, 15D edge distribution histogram fea-
tures, 15D TAMRUA texture features, and 20D MRSAR texture features (as shown 
in Fig. 3).  Experimental results in Section 4 indicate that such a low-level feature set 
is effective for shot size classification. 

9D Color Moment
 (  5 blocks)

15D Edge Distribution 
histogram

20D TAMURA

1 2

3 4
5

15D MRSAR
×

 

Fig. 3. The form of 90-dimensional feature set 

3.2   Mid-Level Feature Set 

As aforementioned, shot size patterns are related to the number, sizes, and shapes of 
the objects that are being captured.  Consequently, we develop a mid-level feature set 
to depict these properties of color-texture homogeneous regions based on image  
segmentation.  To sufficiently explore information, as shown in Fig. 4, the image is 
segmented with three different scales in a pyramid form (this can be easily achieved 
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by adjusting segmentation threshold for general image segmentation algorithms).  The 
features introduced below are separately extracted with all three segmentation scales. 

After image segmentation, the following features are extracted:  (1) the number of 
regions; (2) variance of the region sizes; (3) mean of the region centers; and (4) co-
variance of the region centers.  In addition, following features are extracted to depict 
each of the first three largest regions: (1) size of the region; (2) center of the region; 
and (3) minimal rectangular box that covers the region.  In this way we can obtain an 
84D mid-level feature vector. 

For clarity, we illustrate all of the low- and mid-level features in Table 1. 

 
(a) Original image 

 
(b) Scale 1 (6 regions) 

 
(c) Scale 2 (29 regions) 

 
(d) Scale 3 (117 regions) 

Fig. 4. Example of image segmentation with different scales 

Table 1. Features for shot size annotation 

Level Type Features Dim

Color Moment
Edge distribution histogram

MRSAR
TAMRUA

Number of regions
Variance of region sizes
Mean of region centers

Covariance of region centers
Size of largest region

Location of largest region
Size of 2-nd largest region

Location of 2-nd largest region
Size of 3-rd largest region

Location of 3-rd largest region

About individual
 region

45
15
15
20
3
3
6
9
3

18
3

18
3

18

Mid

About all
 regions

Color
Edge

Texture

Low
(95D)

(84D)

 

4   Classification Approach 

Insufficiency of training data is a major obstacle in many learning and mining appli-
cations.  The video shot size annotation task may also encounter this problem as 
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manually labeling training data is a labor-intensive and time-consuming process.  To 
tackle the training data insufficiency problem, many different semi-supervised algo-
rithms have been proposed to leverage unlabeled data [2, 12, 14].  Among existing 
semi-supervised methods, co-training is widely acknowledged for its potential to learn 
from complementary feature sets.  In this study, we apply co-training to exploit unla-
beled data based on the low- and mid-level features.  Then we introduce a set of sub-
jectivity-consistent costs for different mis-classifications, and make the decisions by 
cost minimization instead of error minimization criterion. 

4.1   Co-training on Low- and Mid-Level Features 

Co-training [2] is a semi-supervised learning algorithm that is designed to take ad-
vantage of complementary descriptions of samples.  It starts with two initial classifi-
ers separately learnt from two feature sets.  Each classifier is then iteratively refined 
using an augmented training set, which includes original training samples and addi-
tional unlabeled samples with highest classification confidences from the other  
classifier. 

We apply co-training to the shot size annotation task based on the low- and mid-
level features.  It is worthy mentioning that co-training is only effective when the two 
feature sets are nearly independent [12].  To confirm this condition, we illustrate in 
Fig. 5 the correlation map of the two feature sets calculated from 4,000 samples.  As 
we can see that there is little correlation between the low- and mid-level feature sets, 
it is rational for us to employ co-training on these two feature sets (encouraging ex-
perimental results also support it). 

Detailed co-training process is shown in Fig. 6.  We adopt Support Vector Machine 
(SVM) as the classifiers.  To estimate classification confidences in co-training, as 
well as make the cost-sensitive decisions detailed in next sub-section, we have to map 
outputs of SVM classifiers to posterior probabilities.  Here we apply the method pro-
posed in [13], which achieves the mapping based on a parametric form of sigmoid. 

  Denote the posterior class probabilities from the two SVM classifiers by P1(li|x) 
and P2(li|x), where i=1, 2, 3 (here l1, l2, l3 are corresponding to CU, MS, and LS re-
spectively).  Based on the mapped posterior probabilities, the classification confi-
dences are estimated according to [9] as follows 

2,1,)()( 211 =−= jPPPx jjjjψ                                       (1) 

where P1
j and P2

j are the largest and 2-nd largest posterior probabilities respectively 
among Pj(l1|x), Pj(l2|x), and Pj(l3|x). 

After co-training, the combined posterior probabilities can be easily derived by as-
suming that the outputs from the two SVM classifiers are independent. They are cal-
culated as follows 
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Fig. 5. Feature Correlation Map 

 

Fig. 6. A typical co-training scheme 

4.2   Cost-Sensitive Decision 

Although we regard CU, MS, and LS as three different classes, relationships exist 
between them: typically in subjectivity we consider the difference between CU and 

Input: 
Two feature sets V1 and V2; a set of labeled samples L; and a set of unlabeled 

samples U. 

While U is not empty Do 
C1 teaches C2: 

(a) Train classifier C1 based on feature sets V1 on training data set L. 
(b) Classify all samples in U using classifier C1. 
(c) Move the top-n samples from U on which C1 makes the most confident 

predictions to L with their predicted labels.  

C2 teaches C1: 

(a) Train classifier C2 based on feature sets V2 on training data set L. 
(b) Classify all samples in U using classifier C2 
(c) Move the top-n samples from U on which C2 makes the most confident 

predictions to L with their predicted labels. 
End While 

Output: 
Classifiers C1 and C2 
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LS is larger than the difference between CU and MS as well as MS and LS.  Thus, it 
is rational for us to introduce costs for different mis-classifications. 

It is widely known that classification by maximum posterior probability is derived 
from the criterion of error minimization.  Meanwhile, we can also introduce costs for 
different mis-classifications and make decision by the criterion of cost minimization.  
This is generally called cost-sensitive learning, which is an extensively studied topic 
in machine learning [4].  Although many different cost-sensitive learning methods 
have been proposed, we adopt a simple but efficient method to make the decisions as 
follows 

,),()|(max)( =
j

j
i

jiCxlPxL                                   (3) 

where P(lj|x) is the posterior class probability estimated as Eq. (2) and C(i, j) is the 
cost of predicting label li when the truth is lj. If P(lj|x) is accurate, then Eq. (3) 
achieves optimal decisions. 

In our study, we adopt the costs illustrated in Table 2, i.e., the mis-classification 
between CU and LS has the twice cost than the other mis-classifications. 

Table 2. Cost Table 

C(i, j) j=1 j=2 j=3
i=1
i=2
i=3

0 1 2
1 0 1
2 1 0

C(i, j): cost of predicting 
class i when truth is class j 

 

5   Experimental Results 

To evaluate the performance of our approach, we conduct several experiments on 20 
home videos, which are about 20 hours in duration.  These videos are captured by 
several different camcorder users and include diverse content, including wedding, 
journey, conference, etc.  Here we choose home video to evaluate our scheme due to 
the fact that home videos usually contain diverse content and they are with relatively 
low visual quality compared with other video genres. 

These videos are segmented to about 1000 shots according to timestamps recorded 
in DV. Then we further segment these shots into 4000 sub-shots, since a shot may 
contain different shot size patterns.  Each sub-shot is assumed to have an identical 
shot size pattern.  We find three volunteers to manually identify the shot size pattern 
for each sub-shot, and decide its truth by voting between the three labels.  Figure 7 
illustrate several snap shots of class examples. 

After that, a key-frame is selected from each sub-shot, and the features intro-
duced in Section 3 are extracted from this key-frame (JSEG [3] is adopted to do the 
image segmentation).  In the experiments, 20% of the samples are randomly se-
lected to be training data, and others are test data.  All experimental results are the 
average of 10 runs. 
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(a) CU

(b) MS

(c) LS  

Fig. 7. Several snapshots of class examples 

A. Experiments on Different Feature Sets 

Firstly we compare contributions of different feature sets in a baseline scheme (i.e., SVM 
classifiers are learnt on training data and then they are used to do classification for test 
data). Here we adopt SVM classifier with a RBF kernel, where the parameters are opti-
mally selected by 5-fold cross-validation method.  We illustrate the results in Table 3.  

Table 3. Classification results of baseline scheme based on different feature sets 

Feature Set Test Error

95D low-level features
84D mid-level features

complete features

0.276
0.327
0.265  

From Table 3 we can find that both low- and mid-level features are discriminative 
for shot size patterns (note that the random test error should be 0.667 for the classifi-
cation of three classes).  However, the performance based on direct combination of 
low- and mid-level features only has limited improvement over the individual low-
level feature set.  

B. Experiments on Co-training 

To demonstrate the effectiveness of co-training in our approach, we illustrate in Fig. 8 
the learning curves of the two SVM classifiers and their combined results.  They run 
up to 10 iterations, and every iteration 150 samples with highest confidences are 
added to training set for each classifier.  From the figure we can see that co-training is 
effective to boost performances of the two independently learnt SVM classifiers. 

C. Experiments on Cost-Sensitive Decision 

We list in Fig. 9 the detailed results of classification by error minimization and cost 
minimization criteria introduced in Section 3.2.  Here n(i, j) stands for the number of 
shots classified to be li while its truth is lj, and “P” and “R” indicate precision and re-
call respectively.  From the two tables in the Figure, we can see that our approach can 
significantly reduce the cost by reducing the mis-classifications between CU and LS. 
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Fig. 8. Learning curves of co-training 

n(i, j) j=1 j=2 j=3
i=1
i=2
i=3

851 201 90
232 903 90
167 146 1320

n(i, j) j=1 j=2 j=3
i=1
i=2
i=3

718 94 48
452 1080 221
80 76 1231

Error Minimization 
(error=0.232, cost=0.296)

Cost Minimization 
(error=0.243, cost=0.274)

CU MS LS
P
R

0.745 0.737 0.808
0.722 0.8800.681

CU MS LS
0.616 0.888
0.864 0.8210.574

P
R

0.835

 

Fig. 9. Experimental results of error minimization and cost minimization criteria 

6   Conclusions and Future Work 

This paper proposes an efficient learning scheme for automatic video shot size anno-
tation.  Different to existing methods developed for specific video genres using corre-
sponding domain knowledge, our scheme is towards general video genres by adopting 
general features and learning methods.  Encouraging experiments prove that our ap-
proaches in the scheme are effective: proposed features are discriminative for differ-
ent shot size patterns, co-training can significantly boost the accuracies of classifiers 
learnt on training data, and cost-sensitive decision is effective to reduce mis-
classifications between CU and LS. 

It is worthy mentioning that all the features used in our study are extracted from 
key-frames.  Thus our shot size annotation scheme can be applied to images as well.   
Although in the study it seems that the low-level features outperform the mid-level 
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features, it is partially due to the fact that our experiment dataset is still not large 
enough, so that the variation of the low-level features is not very large.  We argue that 
mid-level features can be comparative or even outperform low-level features if large 
scale of video data is incorporated.  Meanwhile, we will try to introduce more fea-
tures, such as camera motion.  These works will be discussed in our future work. 
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Abstract. This paper introduces a complete content based web image retrieval 
system by which images on WWW are automatically collected, searched and 
browsed using both visual and textual features. To improve the quality of search 
results and the speed of retrieval, we propose two new algorithms such as a 
keyword selection algorithm using visual features as well as the layout of web 
page, and a k-NN search algorithm based on the hierarchical bitmap index [17] 
using multiple features with dynamically updated weights. Moreover, these 
algorithms are adjusted for the MPEG-7 visual descriptors [14] that are used to 
represent the visual features of image in our system. Experimental results of 
keyword selection and image retrieval show the superiority of proposed 
algorithms and a couple of visual interfaces of the system are presented to help 
understanding some retrieval cases. 

Keywords: Content based image retrieval, auto-annotation. 

1   Introduction 

Advent of new technologies in WWW (World Wide Web) and personal devices such 
as digital camera and mobile phone lead to increase the number of images on the 
WWW dramatically. Consequently, the needs of efficient searching by example or 
keyword have been increased as well. To fulfill these needs, there are three main 
issues should be considered carefully. 

The first issue is how to annotate images collected from WWW automatically. 
There were some researches [1-3] which describe the problem of the image auto-
annotation as a supervised or an unsupervised learning problem which builds up the 
relationship between visual features and concepts (textual features). Unfortunately, 
the annotations which generated by this approach would not describe the image 
content accurately because of the problem called “Semantic Gap [4]”. Even though 
the images in web pages can be annotated and assigned to the images automatically 
by analyzing the layout on web pages where the descriptive texts are staying close to 
the images [5-8], it would produce many irrelevant annotations as well as relevant 
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ones because of the lack of measures which could evaluates the degree of relevance 
between the surrounding texts and the images. Another issue would by the way to 
define the similarity of images, which is the basis of CBIR (Content-Based Image 
Retrieval). This issue may include which features are used – in broad sense, features 
may include both textual and visual features – and how to calculate the distance 
between images. Several studies [9-12], which proposed their own visual features and 
similarity measures, have been made on CBIR. Final issue is how to reduce the search 
time which is incurred by the high dimensionality of features. To make the system 
scalable to large set of images, the use of efficient high dimensional indexing method 
needs to be considered seriously. 

In this paper, the content based web image retrieval system using both MPEG-
7 visual descriptors [14] and textual information with sufficient consideration for 
the above three issues will be introduced. There are three main components in the 
system such as the web image miner, the search server, and the search client. The 
web image miner periodically collects images on the WWW and extracts the 
visual and textual features from those images. The textual features are selected 
using both the visual features and the layout of web pages in order to improve the 
correctness of keyword selection. The collected images and the features extracted 
from those images are delivered to the database manager in the search server, 
which manages the three databases such as an image database, a keyword 
database, and a visual feature database. For efficient retrieval by combining visual 
and textual features, they are indexed together by the HBI (Hierarchical Bitmap 
Indexing) [18], an efficient high dimensional indexing method. Since all features 
must be represented as vector form to index it, the way to convert each feature to 
vector form should be considered. Based on theses databases, every image in the 
image database is ranked by the search engine according to the query object 
which is generated by the search client. 

2   System Architecture 

The system consists of three major components as shown in <Fig. 1>. The first 
component is the web image miner consists of three tools such as an image collector 
and a keyword extractor. The image collector periodically crawls in the WWW and 
collects image and the words around that image. Then MPEG-7 visual descriptors 
[14] would be extracted from the images and some keywords for the images are 
selected by the keyword extractor. The second component is the search server which 
consists of a database manager and a search engine. The database manager manages 
visual features, textual features, and images and indexes them for efficient retrieval. 
Based on these databases, the images in the Image database are ranked by the search 
engine according to the visual or textual query which is sent from the search client. 
The third component is the search client which generates a query object and helps to 
browse the image from the results. 
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Fig. 1. The architecture of content based web image retrieval system which consists of 3 
components such as web image miner, search server, and search client 

3   Keyword Selection Algorithm 

3.1   The Use of Image Dictionary 

The meaning of Image Dictionary is the data structure which represents the 
relationship between the visual information and the concept (textual information). 
This relationship could be built up by the following learning process, which is similar 
to [3].  

First, many sample images with manual annotations were collected in order to 
learn the concepts associated with the visual information. To remove the noises which 
were incurred by complicated images with multi-objects, each sample image is 
segmented into 3x3 uniform blocks, which are defined in MPEG-7 visual descriptors 
[14] such as dominant color, color layout, and edge histogram are extracted from. 
Based on these features, each block is clustered by k-means clustering algorithm with 
equal weights. Then each cluster has the blocks with similar visual properties and 
with the words annotated manually at the image preparation step. Finally, the 
representative keywords of each cluster are selected by the frequency of the words 
annotated to the blocks in the cluster. 

3.2   Keyword Selection Algorithm 

All words in the web page may not be evenly relevant to the image content. That is, 
the words with specific HTML tags could be more relevant than all other words in the 
web page. For example, according to the weighting scheme in [5], the words closer to 
the image or appearing with src, alt fields of the img tag, title, and headers may have 
higher importance as compared to other words. However, some words with higher 
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weights may not be relevant to the image content because the weights are evaluated 
by analyzing the layout of web page not the image content. 

<Fig 2> shows the process of the proposed keyword selection algorithm to cope 
with the above problem. Initially, a HTML document is parsed into an image and its 
textual information (surrounding texts, pairs of word and its tag). The candidate 
keyword selector generates the pairs of candidate keyword and its weight from the 
textual information based on the weighting scheme in [5]. Furthermore, the image 
concept extractor analyzes the image to find the concepts associated to the image. 
Finally, the keyword selector with WordNet [16] filters out some irrelevant candidate 
keywords by comparing with the concepts associated to the image. The detail of the 
filtering process is as follows;  

Assume that the number of the candidate keywords and the number of concept is l 
and m respectively. For each candidate keyword ik ( )li ≤≤1 , its final weight iw'  is 
calculated as follows; 
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Note that iw  is the weight for the i-th candidate keyword and c

jw  is the weight for 

the j-th concept. jid , means the length of the shortest path between ik and the j-th 

concept in the word graph of WordNet[16]. Also, α controls relative importance of 
the visual features compared to the layout of web page. Top 5 words with higher 
weights will be selected as the final keywords for the image. 
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Fig. 2. The process of keyword selection 

4   Content Based Image Retrieval 

In this section, we will show how to represent textual features and visual features to 
vector form and how to index these feature vectors. We also discuss how to retrieve 
images based on the hierarchical bitmap index using multiple features with 
dynamically updated weights. 
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4.1   Vector Representation of Textual and Visual Features 

4.1.1   Generating Textual Feature Vectors 
As the results of the web image miner, each collected image has some keywords with 
their weights. Then, we can easily create the term matrix A (m x n), of which an 
element ija  represents the weight of the j-th word in the i-th image. Note that m is the 

number of collected images and n is the number of words which can be used as 
keyword. From this matrix, we can use the vector ia  as the textual vector for the i-th 
image. It works but it can not resolve two problems that different words can be used 
to express the same concepts and the dimensionality of vector is too high. As the 
solution of these problems, we use an existing method known Latent Semantic 
Analysis (LSA) [5], which is commonly used in text analysis.  

LSA decomposes the matrix A into three matrices U, S, and V by the singular value 
decomposition (SVD), TUSVA = , where kmU ×ℜ∈ , kkS ×ℜ∈ , knV ×ℜ∈ , and 

IVVUU TT == . This operation reduces the dimension of the term vector by k 
dimension and captures statistically the semantic association across the terms in the 
set of terms with size n. Then the vector iu ( )mi ≤≤1 , the i-th row of the matrix U, 
can be used as the textual vector for the i-th image with k dimension. 

4.1.2   Generating Visual Feature Vectors 
As Visual features, an image is represented as a subset of 9 visual descriptors which 
are defined in the visual part of the MPEG-7[14]. According to [15], the best 
descriptors for these combinations are dominant color, color layout, edge histogram, 
and texture browsing in terms of statistical properties for the judgement of the quality 
of descriptors such as redundancy, sensitivity, and completeness. Texture browsing is 
excluded from these descriptors because the general usage of it is not comparing of 
two images but browsing of images with similar perceptual properties. Finally, 
dominant color, color layout, and edge histogram are used. 

In the MPEG-7 visual part of eXperience Model (XM) [13], the special metric of 
each descriptor is also defined. Therefore, it is necessary to check whether the data 
space where each descriptor is represented as vector space or not to index it. Color 
layout and edge histogram can be indexed without any modification because their 
metrics are Euclidean distance or Manhattan distance respectively. However, 
dominant color can not be indexed because its metric do not satisfy the properties of 
vector space or metric space. Consequently, it has necessitated a slight modification. 
Even though the definition and the metric function of dominant color looks 
complicate, it could be represented as the form of quantized color histogram with 
Euclidean distance [18]. 

4.2   Content Based Image Retrieval Using Visual and Textual Feature Vectors 

To describe the way to calculate the distance of two images, it is necessary to 
formalize an image as visual and textual features. Consider an image database  
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 (  = { io | 1  i  n}, where io  is the ith image object.) with n image objects. An 

image object io  is represented as a combination of feature vector as follows; 

[ ]iiiii ecdto ,,,=  (2) 

Note that it  is a vector of textual feature and iii ecd ,, are the vectors of dominant 

color, color layout, and edge histogram respectively associated with the image io . 

Then, total distance between the two images io  and jo , ( )ji ooD ,  is could be defined 

as follows; 
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Note that GausNorm means Gaussian Normalization which normalized the 
distance of each feature within [0, 1]. To keep the original metrics defined in the 
MPEG-7 visual part of XM, the vectors of color layout and edge histogram must be 
split into 3 sub-vectors respectively before the distances are calculated. That is, ic is 
split into the DCT coefficients for the luminance Y

ic , and Cb

ic , Cr

ic  for the chrominance. 

ie is also split into the local edge histogram l

ie , the global edge histogram g

ie , and the 
semi global histogram s

ie . 
Similarity search problem in  can be formulated as a k-NN (Nearest Neighbor) 

problem because the distance measure between two images is defined. Also, the 
hierarchical bitmap indexing (HBI) [17] method is applied to solve the problem 
incurred by high dimensionality of features. With HBI, each feature vector is 
represented as a compact approximation and it reduce the time to calculate the 
distance of two images. The most irrelevant images can be filtered out during the 
process of scanning these approximations.  

Let ( )⋅pB  be the approximation of ( )⋅pL calculated using bitmap index. 

Then ( )ji ooD ,' , the approximation of the distance between the two images io  and jo , 

can be calculated as follows; 
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According to [17], ( )21,vvLp is always bigger or equal than ( )21 ,vvBp  for any 

vector 1v , 2v . It implies ( )ji kkD , ( )ji kkD ,'≥ , where k=t, d, c, e. Therefore, it always 

satisfies the condition ( )ji ooD , ( )ji ooD ,'≥ . From this property, k-NN search 

algorithm for this CBIR system as shown in <Fig. 3> can be created. In this 
algorithm, the candidate set could not be generated completely during the filtering 
process because objects should be selected which distance to the query relatively 
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small. It forces us to keep a set of potential nearest objects, and the real distance of an 
image object is calculated only when its approximation of distance is less than the 
largest real distance among the distances of image objects in this set. If its real 
distance is less than the currently largest one, it is inserted and the image object 
whose real distance is the largest among the image objects in the set is deleted. 

g g g j

// qo : the query image object  // w : the vector of weights associated with features 

// io : the i-th image objects in the database 
// searchkNNC : a set of candidate image objects for k-NN search 
// kNNDist: the maximum distance between the query and the objects in searchkNNC

// SelectMaxObject( searchkNNC ) : a function that selects the image object from searchkNNC

//             that has the maximum distance to query image object 
// FindMaxDist( searchkNNC ) : a function that find the maximum distance between the query 
//             image object and the objects in searchkNNC

Procedure k-NN Search( qo , k, w ){  // k  is the number of nearest objects to find 

searchkNNC ={}; kNNDist = MaxDist; 
for nioi 1 do {

if ( kC searchkNN ) { // if the number of candidate objects is less than k,

searchkNNC  = searchkNNC }{ io  ; // insert io  into the candidate set 
   } 

else{
apxDist = qi ooD ,' ; 

// Filtering Process ; Compute real distance qi ooD ,  only when qi ooD ,' < kNNDist

if ( apxDist < kNNDist) {  
realDist = qi ooD , ; 

if ( realDist < kNNDist) {  
maxo = SelectMaxObject( searchkNNC ) ;  

searchkNNC  = searchkNNC }{ maxo }{ io  ;  // replace maxo  with io

kNNDist = FindMaxDist( searchkNNC ) ;  
}

     } 
}

}
}

 

Fig. 3. A k-NN search algorithm with HBI 

5   System Implementation and Experiments 

A fully functional web image retrieval system were implemented and tested based on 
the proposed algorithms. Every component of the system is tested under Windows XP 
on a Pentium 4 (3.0GHz) with 1GB memory. 
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5.1   Web Image Miner 

In the web image miner, once the image collector starts to find images on the site 
specified by user, it continuously visits the web pages which are hyperlinked from the 
current page by breadth first search (BFS). If a visited page includes an image file, it 
downloads the image and passes it to the MPEG-7 visual descriptor extractor module 
which is programmed based on XM codes [13]. Three visual descriptors such as 
dominant color with 5 colors, color layout with 18 coefficients (6 for both luminance 
and chrominance), and edge histogram with 80 bins will be extracted from the image. 
After that, these visual descriptors and the HTML code of web page are passed to the 
keyword extractor module to extract keywords associated with the image by the 
proposed keyword selection algorithm.  

To show the superiority of the proposed keyword selection algorithm compared to 
ones without use of visual features, experimental results were evaluated using 
precision and recall. To build up the image dictionary, 500 images are labeled 
manually and collected with 50 concepts such as landscape, animals, vehicles, and so 
on. And also the number of labels were restricted manually annotated for each image 
to 2~6 and set the number of clusters to 10.  

80 web pages were collected to evaluate the proposed method where the page 
includes images associated with the concepts used in the learning stage. As shown in 
<Fig. 4>, both recall and precision of the proposed method are higher than those of 
ImageRover [5] and the difference of recall and precision between the two methods 
are decreased as the number of keywords increase. It implies that more relevant words 
to the image content get higher weights by the proposed algorithm. 

(a) Recall (b) Precision
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Fig. 4. The recall and precision of the proposed method compared to that of ImageRover[5] as a 
function of the number of keywords 

5.2   Search Server and Search Client 

In our system, the search server consists of a database manager and a search engine. 
Whenever the database manager accepts an image and its features from the web 
image miner, those image and features will be saved to the temporary folder before 
inserting them into the database. The reason for it is that the vector representation and 
creation of index are CPU-consuming jobs. Therefore, the database manager is 
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designed to automatically trigger the insertion process when the number of collected 
images come up to the threshold user specifies (this threshold is set to 500 in our 
experiments).  

Once the insertion process has triggered, all features are transformed to vector 
from and the unique identifier will be assigned to each image, which is used as the 
linker between an image and its index. Based on these identifiers, an index file per 
each feature is created respectively. Consequently, the system will have 8 index files 
for textual vectors, dominant color vectors, Y , Cb, Cr coefficient vectors of color 
layout, and local, global, semi global edge histogram vectors respectively. 

Based on these index files, the search engine ranks the images in the database with 
regard to the query with the weights of features from the search client by the k-NN 
algorithm as mentioned in section 4.2 as the search results. To show the efficiency of 
the proposed k-NN algorithm using HBI, after 100,000 images were collected on the 
WWW and inserted into the search server, the total search time for 100 randomly 
generated query objects were evaluated. The meaning of total search time is that the 
time only for images ranked in the search server. According to our experiments, the 
total search time of the k-NN search using the proposed algorithm takes 960 ms, while 
the brute force search is about 2,500 ms on average. It implies the proposed k-NN 
search method is about 2.5 times faster than the brute force search. The detail of the 
performance of HBI, please refer to [17]. 

The search client provides convenient way of querying, browsing, and feedback. 
<Fig. 5>-(a) shows the querying interface of search client that it supports both query 
by example and keywords and also weight of importance could be specified by user. 
As the start of search, visual features extracted from example image and query for 
keywords will be sent to the search server and the search results will be shown as 
<Fig.5>-(b). 

(a) Querying interface (b) Browsing interface  

Fig. 5. Querying and browsing interface of the search client 

<Fig. 6> is a good example of retrieval by combined visual and texture features. In 
<Fig. 6>-(a), both images of “star” and “Hollywood starts” are shown because only 
the textual features are used with the query string “star”. On the contrary, some odd 
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images are shown in <Fig. 6>-(b) because the images are retrieved by only visual 
features. Finally, the Hollywood star images could be retrieved by combination of 
visual and textual features as shown in <Fig. 6>-(c). 

(a) The results of the query 
by keyword “star”

(b) The results of the query 
by example

(c) The results of the combined 
query by example and keyword 
“star”  

Fig. 6. Comparison results of query by keyword and query by example 

6   Conclusion 

Our content based web image retrieval system was designed and implemented using 
both textual and visual features. To improve both the quality of results and the speed 
of retrieval, a new keyword selection algorithm based on both the visual features 
extracted from images and the layout of web pages, and an efficient k-NN search 
algorithm based on the hierarchical bitmap index using multiple features with 
dynamically updated weights was proposed. Also, these algorithms are adjusted to be 
well-suited with MPEG-7 visual descriptors such as dominant color, color layout, and 
edge histogram. Based on these algorithms, we built up a complete image retrieval 
system which provides the functionality for collection, management, searching, and 
browsing for images effectively. Upon experimental results, recall and precision of 
the proposed keyword selection algorithm were ranked higher than the existing 
algorithms. And it also shows that some examples of retrieval were enhanced by 
combination of visual and textual features. In terms of the efficiency of the system, 
the proposed k-NN search algorithm using HBI was about 2.5 times faster than brute 
force search when 100,000 images were stored in the server. 
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Abstract.  A new segmentation algorithm for multifont Farsi/Arabic texts based 
on conditional labeling of up and down contours was presented in [1]. A 
preprocessing technique was used to adjust the local base line for each subword. 
Adaptive base line, up and down contours and their curvatures were used to 
improve the segmentation results. The algorithm segments 97% of 22236 
characters in 18 fonts correctly. However, finding the best way to receive high 
performance in the multifont case is challengeable. Different characteristics of 
each font are the reason. Here we propose an idea to consider some extra 
classes in the recognition stage. The extra classes will be some parts of 
characters or the combination of 2 or more characters causing most of errors in 
segmentation stage. These extra classes will be determined statistically. We 
have used a learn document of 4820 characters for 4 fonts. Segmentation result 
improves from 96.7% to 99.64%. 

Keywords: Farsi/Arabic text; Multi font; Character segmentation; Extra 
classes; Statistical methods. 

1   Introduction 

OPTICAL character recognition is an attractive branch of pattern recognition with 
many applications in man ± machine interface and document processing. Intensive 
research has been done and commercial systems are now available [9]. However, 
Farsi/Arabic texts have main specifications which make them difficult to recognize. 
Farsi/Arabic texts are cursive and are written from right to left. A Farsi/Arabic 
character might have several shapes –from 1 to 4 shapes- depending on its relative 
position in the word. In addition, some Farsi/Arabic characters have the same shape 
and differ from each other only by existing of dots or zigzag bar. Each word, 
machine-printed or handwritten, may consist of several separated subwords. A 
subword is either a single character or a set of connected characters. Although, seven 
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Farsi characters out of 32 do not join to their left neighbors, others join to the 
neighboring characters to make a word or a subword. The neighboring characters, 
separated or connected, may overlap vertically. These characteristics of Farsi script 
are shown in Fig. 1. There are many works reported on the recognition of Arabic and 
Farsi texts e.g. [3, 4, 6, 7, 8, 11, 12, 14 and 15]. There are two main approaches to 
word recognition: segmentation-based and segmentation-free and hybrid e.g. [2, 5, 10 
and 13]. The main problem in Farsi/Arabic segmentation-based systems is character 
segmentation where each word or subword is first split into a set of single characters 
and then is recognized by its individual characters. 

 

Fig. 1. Some characteristics of Farsi/Arabic script 

In this paper, we present a new method to improve the results of multi font 
Farsi/Arabic text segmentation, by using extra classes in recognition stage. These 
extra classes may be combination of some characters – which cause problems in 
segmentation – or part of a character – which is over segmented during the 
segmentation. Working with Farsi/Arabic multifont texts, is difficult because each 
font has its own characteristics; and making the algorithm more precise to segment 
more characters in a font, causes over segmentation in others. Therefore, some errors 
in segmentation stage are inevitable. So we can use this method to get better results. 
We worked with 4 different fonts: Yagut, Yekan, Mitra and Nazanin. We prepared a 
document of 4820 characters for learning stage -for each font-, and examine this idea 
on these samples statistically. It is important to mention that our test set is separated 
from our learn one. The paper is organized in 5 sections; In Section 2, our 
segmentation algorithm [1] is explained. Section 3 describes how we chose new 
classes. The experimental results are presented in Section 4. Finally, the conclusion is 
given in Section 5. 

2   Character Segmentation Algorithm 

Here we have used the algorithm introduced in [1] as our segmentation algorithm. We 
will describe the algorithm in this section briefly. To learn more about the algorithm 
see [1]. This algorithm was tested on a data set of printed Farsi texts, containing 
22236 characters of 18 different fonts and 97% of characters were correctly 
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segmented. The test and learn sets were different. In the preprocessing step, the text 
lines and their words/subwords are segmented by finding the valleys of the horizontal 
and vertical projection profile [15]. The most frequent size of the black-pixel runs in 
the vertical histogram of each line columns is adopted as the pen size, w. The global 
base line will be the horizontal line, all across a text line, with w width, that covers the 
maximum number of black pixels in that text line. Each subword is the combination 
of regions, including bodies, points, zigzag bars, etc. If a region overlaps with base 
line in some pixels, it is a body (Fig. 2). The pen size is calculated for the bodies of 
each subword again. Then, the contour of each subword is extracted using a 
convolution kernel with Lapacian edge detection method. Up and down contours are 
extracted by moving from right top black pixel to left down black one, and from left 
down black pixel to right up one clockwise through the contour, respectively. To 
locate the base line accurately, a technique is used to locally adjust it for each one-
fifth of the base line. To do so, the up and down contours of subwords of the 
determined length of line, traced in CCW, are represented by the eight-directional 
Freeman code (Fig. 2). Within a distance of w/2 around the upper edge of the global 
base line, the row of the up contour image having the maximum instances of the code 
4, say n4, is considered as the upper bound of the local base line, iup. The lower 
bound, idown, is found in a similar way, searching for a row with maximum instances 
of the code 0 in the image of down contour image, say n0, around the lower edge of 
the global base line. If the width of the resulting local base line is greater than 1.25w, 
then if n4 > n0, the iup is retained and the idown is shifted upward, so that the width 
of the base line becomes w. Otherwise, the iup is shifted downward in the same way. 
By local adjustment of the base line, the performance of the segmentation algorithm 
improves. The pre-processing procedure is shown in Fig. 2. 
 

 

Fig. 2. Pre-processing  

The segmentation step is based on the conditional labeling of the up and down 
contours of each subword (Fig. 3). Tracing the up and down contours from right to 
left in CCW, each point is labeled -1, 0 and -1 standing for up, middle and down, 
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respectively - depending on its distance from the base line and the label of its 
preceding point (fig. 5). The label of the first point of a contour is always up. Fig. 4 
shows a sample word and it’s labeled up contour. The neighboring points having the 
same label make a path. A path shorter than (w/2+1) is linked to the preceding path. 
Since in some cases the curves and bends are just in up contour or down contour of 
subwords, in our algorithm, we label down contours, too.  

 
Fig. 3.  (a) Body of word (b) its contour (c) up contour (d) down contour 

 

Fig. 4.  (a)A word, its contour, and its labeled up contour. (b) A word, its contour and labeled 
down contour. 

Using contour curvature of subwords will improve the segmentation results. 
Specifically soft bends in subwords are hard to determine with labels. Up contour and 
down contour of the subword, traced in CCW, are represented by the eight-directional 
Freeman code, numbered from 0 to 7. The neighboring points having the same 
number make a group. To smooth the codes, a group shorter than w/2 is linked to the 
preceding one.  
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(a) 

 

(b) 

Fig. 5. State diagram of (a)up contour (b) down contour labeling process 

Character segmentation is done as follows: 

• For both up and down contours, if the 0 path (median) is longer than w, and: The 
previous path and the next path are 1 path and the next path is longer than 1.5w, or 
the next path is -1 and its length is more than 2.5w; or The next path is -1 path, 
longer than 4w and the last path, the end point of the path is segmentation point. 

• If the previous path is a 1(up) path longer than w; and the point in the up contour 
is in a group with number 2, 3 or 4; and the point in down contour with the same 
column, is in a group with number 6 or 7, The point is segmentation point. 

We divide the length of subword by the number of segmentation points, and 
compare the result r with a threshold t. If r is less than t the local line will vary by 
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some conditions and the procedure will be repeated. This step is useful, especially 
when our base line is determined by mistake. To avoid over segmentation, points 
nearer than w/2 is gathered to a one point. Some characters, when occurring at the end 
of a subword, may have a u path that causes a false segment. Some other characters 
have a similar u path that produces a correct segment. The second group of character 
is detectable by their height or loop. Therefore, the false segment is recognized and 
connected to its right neighbor. Using dots and their information such as position, 
number, etc will be useful, too [15]. It is worth mentioning that this segmentation 
algorithm is not sensitive to slant and overlapping characters.  

3   Using Extra Classes 

In this section the idea of using extra classes is introduced. After segmentation of 
learning texts, we grouped segmented images –characters, combination of 
characters and logical parts of a character- in several classes. 344 classes were 
obtained. 124 classes were characters depending on their positions in the word 
and some signs used in document –point, comma, semicolon, etc. We name these 
classes “necessary classes”.220 classes were unnecessary classes - combination of 
 

 

Fig. 6.  Error caused by over segmentation of characters (%) 

  

Fig. 7.  Examples for (a) unnecessary and (b) necessary classes 
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Distribution of all classes according to the ratio of their population to their 
repetition in documents
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Fig. 8. Plots of class distribution 

Distribution of unnecessary classes according to the ratio of their population to 
their repetition in the document
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Fig. 9.  Plots of unnecessary classes 

some characters and a part of a character. If we use these 344 classes our result 
will be 99.64%. The error is for over segmentation of characters (Fig.6). Some of 
these classes are shown in Fig. 7. 
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According to the mean value of population of extra classes (about 108), we can 
eliminate some unnecessary classes with population less than 3. With this modification 
the number of total classes will reduce to 178. We will show the improvement 
procedure in segmentation results by using extra classes in the next section. 

4   Experimental Results 

The segmentation algorithm was tested on a set of printed texts in 4 different 
mentioned fonts. The test set includes 17920 characters. The training samples are not 
included in the test set. The errors caused by wrong over segmentation of characters 
are shown in Fig. 10.  

The plot in Fig. 11 shows the improvement of segmentation results by using more 
classes in recognition stage. As it is shown, using 124 necessary classes, the 
segmentation result, will be 96.37%. When necessary classes and unnecessary classes 
with population more than 3 are used -160 classes- the result will improve to 97.93%. 
Using 178 classes including necessary classes and unnecessary ones with population 
more than 2, 98.24% of characters will be considered to be segmented correctly. The 
result will be 98.73%, if 216 classes – necessary and unnecessary classes with more 
than one member- are used. Finally with all necessary and unnecessary classes the 
99.64% will be achieved. As mentioned above, the error is due to wrong over 
segmentation shown in Fig. 10. 
 

 

Fig. 10. Error caused by over segmentation of characters (%) 



678 M. Omidyeganeh et al. 

 

5   Conclusion 

In this paper, a new method to improve multi font Farsi/Arabic text segmentation 
results was presented. Finding a best way to get a good result for segmentation of 
multi font Farsi/Arabic texts, is difficult. Different characteristics of each font are the 
reason. Here we proposed an idea of having some extra classes in recognition stage. 
The extra classes will be some parts of characters or combination of 2 or more 
characters. These extra classes will be determined statistically .Our segmentation 
algorithm -for multi font Farsi/Arabic texts- is based on the conditional labeling of the 
up contour and down contour. A pre-processing technique is used to adjust the local 
base line for each subword. This algorithm uses adaptive base line for each subword 
to improve the segmentation results. This segmentation algorithm uses up contour and 
down contour curvature, too. We have used a learn document of 4820 characters for 4 
fonts (19280 characters). The test set had 17920 characters and was separate from 
learn one. Segmentation result improved from 96.7% to 99.64% when all extra classes 
are used. Using 178 classes, the segmentation result, will be 98.24%, which seems to 

 
Fig. 11. Advantages in results by using extra classes 



 A New Method to Improve Multi Font Farsi/Arabic Character Segmentation Results 679 

 

be suitable to be chosen as the number of classes in recognition stage comparing with 
124 classes in ordinary systems. It is clear that if this idea can be implemented on a 
real and complete Farsi/Arabic database, the OCR results will improve considerably. 
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Abstract. TV stream structuring is very important for huge archives
holders like the French National Institute, the BBC or the RAI, because
it is the first necessary step to describe the various telecasts broadcast
on various channels. It is also necessary for television ratings in order to
isolate the telecasts that must be rated.

One can think this structuring is a simple alignment of the TV guides
on the stream itself. But TV guides present in average only 35% of the
telecasts that represent in average less than 18 hours by day.

We propose in this article a method to predict TV schedules by mod-
eling the past ones in order to boil down the television stream structuring
problem to a simple alignment problem.

1 Introduction

The French National Audiovisual Institute is in charge of the legal deposit of
the television. In order to provide an efficient way to consult its huge archives,
it is used to describing manually both the structure and the content of French
TV channels’ broadcasts. So does Médiamétrie, which provides in France the
television ratings of every channels. For many years, the TV streams are digitally
acquired. That allows automating many kinds of treatments like video indexing,
transcription or restoration. Our work consists in an automation of the TV
stream structuring.

The video indexing community interests in structuring or summarizing videos
by shot or scene detecting, by determining their genres and by extracting ob-
jects from it [1]. Shots and scenes of a television stream are not useful because
they are too numerous. It would also be hard to merge them into telecasts.
Video structuring and indexing methods cannot be applied to television stream
structuring because of the huge computations. Video structuring is often based
on video and audio features extraction[2,3]. The features are then integrated in
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order to find homogeneous semantic events. More other, these methods depend
on the genre of the video (for instance, the various scenes of a tennis video).
Finally, genre recognition is also based on features extraction [4] that would be
costly if applied on a TV stream that lasts at least 24 hours. Genre recognition
is useful to determine whether a movie is a comedy, a drama or an horror film
like in [5]. But there is no method that works with more than 3 genres. Hence
the leading edge methods from the video indexing community cannot be easily
applied to TV stream structuring.

Television stream structuring could be seen as a simple alignment problem
because TV guides provide a structure for it. But all the TV guides are incom-
plete and imprecise views of the stream. We compared 3 months of TV guides
for a channel with its real structure: telecasts presented in TV guides repre-
sent only 35% of the telecasts that have really been broadcast. Small magazines
with sponsorship, weather forecast, lotteries, inter-programs (advertisings, com-
ing next and previews), races results and pronostics are not announced. Even
if these telecasts have short durations, they represent more than 2 hours by
day in average. Hence, it is not possible to realign TV guides on TV streams.
Since existing methods are not applicable, we propose to model TV schedules
in order to statistically improve program guides. We call a TV schedule one
day of TV broadcasts. The goal is that each telecast supposed to be broadcast
appears in the improved program guide. Then an alignment of the improved
guide can be performed on the stream. We consider 36 different genres of tele-
casts. A broadcast day is composed by 120 telecasts in average. There are hence
36120 ≈ 5.7× 10186 possible schedules. The TV schedules modeling will decrease
the number of possible schedules by deleting impossible successions (for instance
a day composed by 120 telecasts of the same genre). The next step is to combine
the predictions of the model and the program guides to revise the predictions.
These improved guides will be used to guide detectors (e.g. audio and video jin-
gles detection, logo recognition) providing the genre that must be detected and
a temporal window within the telecast transition occurs.

In order to model the TV schedules, we have introduced an extension of
Markov models which probabilities are context-dependent. The durations of the
various telecasts are regressed by a regression tree. We present in the first section
of this paper our Contextual Hidden Markov Model and then how we apply it to
TV schedules modeling. We then present our use of regression trees to predict
durations. We discuss how we compute improved program guides from existing
program guides and from the statistical model. Finally, we present some results
before concluding.

2 Modeling TV Schedules with Contextual Hidden
Markov Model

In order to predict TV schedules, we need a statistical model to represent the past
schedules. Markov models are very useful to represent sequences of observations.
They have already been used for video contents modeling[6,7,8]. We show in the
next section that classical Markov models are not suitable for this modeling.
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2.1 Inadequacy of Classical Markov Models

Hidden Markov models (HMM) are defined by [9] a state-space S, a set of ob-
servable symbols Σ, a stochastic vector π that represents the probability for
each state to start the sequence of observations, a matrix A that represents the
transition probabilities from a state to another and a matrix B that represents
for each state the probability to observe each symbol of Σ. Let M be a HMM,
O = O1, ..., On a sequence of observations and s1, ..., sn a state sequence; then
the probability of O can be easily written:

P (O, s1, ..., sn|M) = P (s1)P (O1|s1)
n∏

i=2

P (si|si−1)P (Oi|si). (1)

We can take, for example, a channel which broadcasts 3 news by day. The first
one at 6 a.m., is followed by cartoons. The second one at 1 p.m. is followed
by a soap opera. Finally the last one at 8 p.m. is followed by a movie. Let
the state-space S of M be the set of telecasts genres. Then it is not possible
to determine easily which telecast will follow the news and it will be necessary
to test the 3 genres cartoons, soap opera and movie. To address this ambiguity
problem, the author of [9] proposes to multiply the states. In our case, we need
to consider morning news, noon news and evening news instead of a single state
for news. But it cannot be done for inter-programs or for the short magazines
with sponsorship because the number of occurrences is not constant through the
days of the week. Another problem is met with inter-programs. They will be
represented by a state that every other state will point to, and that will point
to every other state. Thus, the most probable genre following an inter-program
will be in fact the genre that has the most occurrences on a day.

These problems can be bypassed with a contextualization of the HMM proba-
bilities. We propose in the next section an extension of classical HMM we called
Contextual Hidden Markov Models.

2.2 Definition of Contextual Hidden Markov Models

Definition 1 (Context). A context θ is a set of variables x1, ..., xn with values
in continuous or discrete domains, respectively {D1, ..., Dn}. An instance θi of
this context is an instantiation of each variables xi:

∀ i ∈ {1, ..., n}, xi = vi with vi ∈ Di. (2)

From this point, we also call θi a context.

Example 1 (Example of context). For the representation of television schedules,
the context θ for our model can be a variable Time which represents beginning
time of a telecast by an integer in the range {0, ..., 86399}, and a variable Day
which represents the broadcast day of week with an integer in the range {0, ..., 6}:

θ = {T ime, Day} and DTime = {0, ..., 86399}, DDay = {0, ..., 6}.
It is possible to update a context θi into a context θi+1 with an evolution
function.
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Definition 2 (Evolution function). Let Θ be the set of all possible instances
of a context θ. An evolution function F for θ is defined by:

F : Θ × Dp1 × ... × Dpm → Θ
θi, p1, ..., pn → θi+1

(3)

where Dpi is the domain of the external parameter pi.

Example 2 (Example of evolution function). Let D be the set of all possible dura-
tions and l a particular duration. In the case of the television stream structuring,
if we consider the context θ defined in example 1, the evolution function F we
want to use is defined by:

F : Θ × D → Θ{
T ime = H
Day = D

}
→

{
T ime = (L + H) mod 86400
Day =

(
D +

⌊
L+H
86400

⌋)
mod 7

}
.

We introduce now Contextual Hidden Markov Models (CHMM) which are ba-
sically a Markov model where the probabilities are not only depending on the
previous state but also on a context. This context is updated every time a state
of the model is reached.

Definition 3 (Contextual hidden Markov models). A contextual hidden
Markov model is totally defined by the 7-uplet < S, Σ, Θ, F, πθ, Aθ, Bθ >, where:

– S is a state space with n items and si denotes the ith state in the state
sequence,

– Σ is an alphabet with m items and εj denotes the jth observed symbol,
– Θ is the set of all instances of the context θ,
– F denotes the evolution function for instances of θ,
– πθ is a parametrized stochastic vector and its ith coordinate represents the

probability that the state sequence begins with the state i:

∀ θ ∈ Θ,
n∑

i=1

πi(θ) = 1. (4)

πi is a function of θ which represents the initial distribution in the context θ :

∀i ∈ {1, ..., n}, πi(θ1) = P (s1 = i|θ1), (5)

– A is a stochastic matrix n×n where aij stands for the probability that the state
i is followed by state j in the state sequence. Each aij is a function of θ:

∀θ ∈ Θ, ∀i ∈ {1, ..., n},
n∑

j=1

aij(θ) = 1. (6)

∀k, t ∈ N,∀i, j ∈ {1, ..., n}, aij(θk) = P (st+1 = j|st, θk), (7)

– B is a stochastic matrix n×m where bik represents the probability of observ-
ing the symbol k from state i:

∀θ ∈ Θ,∀i ∈ {1, ..., n},
m∑

k=1

bik(θ) = 1. (8)

∀k, t ∈ N, ∀i ∈ {1, ..., n}, ∀j ∈ {1, ..., m}, bij(θk) = P (εt = j|st, θk). (9)
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For this extension of the classical Markov models, the Markovian assumptions
and properties must be updated.

Property 1 (Contextual Markovian Assumptions). Let T ∈ N be the length of
the sequence of the observed symbols. The contextual Markovian assumptions
are:

P (st|s1, ..., st−1, θ1, ..., θt, ..., θT ) = P (st|st−1, θt)
P (st, εt|s1, ..., st, ε1, ..., εt−1, θ1, ..., θt) = P (st, εt|st, θt).

(10)

In other words, probabilities in a contextual semi-Markov model depend only on
the current context (not the previous or following ones). The observed symbols
are all independent and transition probabilities depend only on the previous
state.

Property 2. Let Λ =< S, Σ, Θ, F, πθ, Aθ, Bθ > be an instance of a contextual
semi-Markov model. Let O be a sequence of symbols such as O = O1, ..., OT .
Let θ1 be the initial context. Then the probability of observing O is:

P (O|Λ) = P (s1, ..., sT , ε1, ..., εT )
= P (s1|θ1)P (ε1|s1, θ1)

∏T
i=2 P (si|si−1, θi)P (εi|si, θi)

= πs1(θ1)bs1ε1(θ1)
∏T

i=2 asi−1si(θi)bsiεi(θi).
(11)

The context permits to resolve certain ambiguities in the transitions and elimi-
nates impossible transitions. We can expand the context to seasons and vacations
to be closer to the reality. But presently, we only regard broadcast times and
days.

In order to represent the TV schedules, we chose to attribute at each state of
the CHMM a telecast genre. We chose a continuous distribution for the emission
probabilities : this means that observations are not discrete in our case. When
we are on a state of our CHMM, for example the state representing magazines,
we have a continuous distribution over its possible durations.

Example 3. Let <Monday, 6:30, Magazine, 10 minutes> denote a magazine
that starts on Monday at 6:30 a.m. and that lasts 10 minutes. Let M be a
CHMM. Then, the probability of the schedule S = <Monday, 6:30, Magazine,
10 minutes>, <Monday, 6:40, IP (inter-programs), 3 minutes>, <Monday, 6:43,
News, 20 minutes> can be written:

P (S|M) = P (magazine|θ1) × P (d = 600s|magazine, θ1)
×P (IP |θ2, magazine) × P (d = 180s|IP, θ2)
×P (news|θ3, IP ) × P (d = 1200s|news, θ3)

(12)

where θ1 = {monday, 23400}, θ2 = {monday, 24000}, θ3 = {monday, 24180}.
As shown in the example 3, it is necessary to estimate the probability of a par-
ticular duration. We present in the next section our method to predict durations
of a particular telecast.

2.3 Durations Regression

Regression trees. We discuss about two close concepts: decision and regres-
sion trees [10]. They are tools for predicting continuous variables or categorical
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variables from a set of mixed continuous or categorical factor effects. The prin-
ciples of decision trees and regression trees are the same except that regression
trees are used to predict continuous values from one or more predictor variables.
Their prediction are based on few logical if-then conditions. A regression tree
is a tree where each decision node in it contains a test on some predictor vari-
ables’ value. The leaves of the tree contain the predicted forecast values. There
are many kinds of leaves: generally, they contain a mean value and a standard
deviation. But sometimes they can contain an interval I and a function f : f is
then a local regression on I of the input variable.

Regression trees are built through a recursive partitioning. This iterative pro-
cess consists in splitting the data into partitions (generally two partitions), and
then splitting them up further on each of the branches. Categorical predictors are
easy to use because the partitioning can be done regarding their different values.
For continuous predictors, the algorithm must choose a particular value to split
the data into two sets. The chosen test is the one which satisfies a user-defined
criteria.

Application to television schedules modeling. We use a regression tree in
order to resolve two different problems. Firstly, we use it to predict a range of
durations for a telecast from its context (i.e. broadcast days and times, previous
telecast). It is very useful to know that between the minimum duration and the
maximum duration a telecast transition may occur in order to only look for it in
this temporal window. But this problem is directly resolved by regression trees.
Secondly we want to deduce a probability from a leaf of the regression tree.
We represent the distribution of the durations on a leaf with the asymmetric
gaussian presented in [11]. Let μ and σ be respectively the mean value and
|Min(Duration) − Max(Duration)|. Then the probability of a given duration
d is given by:

A(d,μ, σ2, r) = 2√
2π

1
σ(r+1)

⎧⎪⎨
⎪⎩

e

(
− (d−μ)2

2σ2

)
if d > μ

e

(
− (d−μ)2

2r2σ2

)
otherwise

where r = |μ−min(Duration)|
|μ−max(Duration)| .

(13)

2.4 Training the Model

Each training example of the INA’s database gives the start time and day, the
duration and the genre of the telecast.The training of this model is a two phases
process.

Phase 1. The first step consists in building the regression tree. Classical leaves
of regression trees contain generally a mean value and a standard deviation.
Many papers provide criteria to pursue the building of the tree. For example,
[12] proposes to maximize the expected error reduction. Let T be the set of
training examples, Ti be the subset of examples that have the ith outcome of the
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potential test. [12] considers the standard deviation sd(Ti) of the target values
in Ti as a measure of error; the expected error reduction can thus be expressed
by:

Δerror = sd(T ) −
∑

i

|Ti|
|T | × sd(Ti). (14)

In our case, considering the standard deviation will cause bad predictions of
minimal and maximal durations. Instead of considering the standard deviation
in the expected error computation, we can use the distance between the greatest
duration and the lowest (that can be referred to as width of the subset). Then
the expected error is:

Δerror = |max (T ) − min (T )| −
∑

i

|Ti|
|T | × |max (Ti) − min (Ti)|. (15)

This criterion can cause overfitting of the learning data: the regression tree
will predict perfectly the learning durations but it will not be efficient for new
examples. To avoid overfitting, we stop the building of a branche when the width
of its subset is lower than a threshold ω. We can also impose a minimum value
υ for a leaf.

Phase 2. The second phase is the evaluation of the probabilities of the CHMM.
Since the computation of the emission probabilities (matrix B) is performed by
the regression tree, the training of the model boils down to a simple Markov
chain training. The problem of the contextualization of the probabilities is that
during learning, every context must be represented. This needs a huge number of
training examples, that grows proportionally to the number of possible contexts.

Hence, for each telecast, we predict its range of durations with the regression
tree. This permits to have several contexts from a unique example. The compu-
tation of the probabilities in a context θ is simply the frequency of the genre in
the context θ.

3 Combining Program Guides and Model’S Predictions

In the previous section, we have introduced a model that can represent past TV
schedules. But the TV guides, which are delivered at least one week before the
broadcast, can be seen as a revision of the schedule. We can differentiate three
cases:

– the program guide is included in schedules predicted by the model: there is
no need to revise the schedule,

– the program guide is in contradiction with the predicted schedules: they need
to be combines,

– the program guide does not correspond with what has been broadcast (a spe-
cial and unforeseeable event occurs): there is nothing to do, the structuring
will not work.

The difficulty of combining both the predictions and the program guide is the
telecast matching. A telecast that appears in the prediction must fit a telecast in
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Fig. 1. Left : an example of prediction tree for a program guide which stops with a mag-
azine. <6:31:39, Magazine, 7580s> represents a magazine that starts at 6:31:39 a.m.
and that lasts 7580 seconds. Right : the same tree after the application of heuristics.

the program guide while do not have the same duration and the same start time.
To perform this matching, we use an elastic partial matching method [13]. The
proposed algorithm resolves the best matching subsequence problem by finding
a cheapest path in a directed acyclic graph. It can also be used to compute
the optimal scale and translation of time series values. The algorithm needs a
distance to compare the values; in their case, they use the euclidean distance
between two real values. We have used the following measure d between two
telecasts E1 and E2:

d(E1, E2) =

⎧⎨
⎩

∞ if E1 and E2 have the same genre

|E1.Start − E2.Start|+ |E1.Duration − E2.Duration| otherwise.
(16)

In order to make the combination, we consider that the first telecast of both
the program guide and the prediction are synchronized with the real start time
of the telecast. The method consists then in predicting telecasts from a telecast
of the program guide to the next one. If we consider the predicted schedules as
a graph, it maps with browsing the graph in depth-first order until a telecast
matches with the next telecast of the program guide. We introduced a threshold
Δ which specifies the maximal delay between a telecast from the prediction and
a telecast from the program genre. If the algorithm passes this delay, we consider
a matching telecast will not be found. We then add the unmatched telecast from
the program guide to the graph of predictions and the CHMM is reinitialized
with the new context. This algorithm selects the possible paths in the prediction
tree regarding the program guide. In order to decrease the combinatory aspect
of the algorithm, heuristics can be used.

Heuristic 1: Pruning the impossible branches. We made a list of telecast genres
that must appear in a program guide. For example, movies and TV shows always
appear in a program guide, contrary to weather forecast, short magazines which
can be omitted. If a path between two successive telecasts in the program guide
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passes by a telecast which genre always appears in program guides, then the
path must be pruned.

Heuristic 2: Merging matching telecasts. Several paths can lead from one tele-
cast of the program guide to following one. Thus, there are several matching
telecasts which differ from start times and sometimes from durations. However,
they represent the same one and they will all be developed. We can merge all
these matching nodes in order to have only one node to browse. The next section
presents some results.

4 Experiments

In order to test the model, we trained it on telecasts broadcast on France 2 in
2004 (it represents more than 50000 telecasts) and we test the model on one
week (because we needed the program guides) in 2005.

The regression must be efficient because it is necessary for the CHMM learning
phase. We fixed ω = υ = 300. That means the minimum width of a temporal
window is 300 seconds. We have 97% of good predictions. Good predictions are
durations that are between the minimum and maximum values given by the leaf
of the regression tree.

With the CHMM, it is possible to represent 83% of the days in 2005. The
others present special events.

We fixed Δ = 1800, i.e. a delay of 30 minutes is authorized. The improve-
ment of 7 schedules from a program guide gives from 3 to 6 possible schedules.
Only one of them is correct if we compare them to the ground truth. With all
heuristics, when at least one path exists between two consecutive telecasts, only
few nanoseconds are necessary. Otherwise, if there is no path and if a telecast
from program guide must be added, it takes up to 20 seconds in average. For
the prediction of a TV schedule, it takes less than 2 minutes in average.

Results could be ameliorated by cleaning up the training and the testing sets.
In fact, special events like the Pope’s death and Olympic Games have not been
removed and change certain probabilities.

5 Conclusion

We present in this article an original approach for structuring TV streams. This
approach is based on knowledge about TV schedules obtained by combining
both past schedules and program guides. The program guides permit to revise
the predictions that can be made with the statistical model.

In order to model the TV schedules, a new extension of Hidden Markov Models
has been introduced, called Contextual Hidden Markov Models. Regression trees
are used to complete CHMM by computing the durations’ probabilities with an
asymmetric gaussian. The results we obtained are totally satisfying but they can
surely be improved.

The improvement of program guides is a first step of an automatic TV stream
structuring system. The next step of our work is to guide detectors (e.g. jingle
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detectors, advertisings detectors...) in function of the improved schedules. Maybe
it will be necessary to revise again the transitions possibilities with the detectors’
outputs.

Another improvement of the current work could be to take scholar vacations
and summer vacations into account in the context.
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Abstract. It has recently become a common practice for people to post their
sightseeing experiences on weblogs (blogs). Their blog entries often contain valu-
able information for potential tourists, who can learn about various aspects not
found on the official websites of sightseeing spots. Bloggers provide images,
videos and texts regarding the places they visited. This implies that popular travel
routes could be extracted according to the information available in blogs. In this
paper, we describe a system that extracts typical visitor’s travel routes based on
blog entries and that presents multimedia content relevant to those routes. Typi-
cal travel routes are extracted by using a sequential pattern mining method. We
also introduce a new user interface for presenting multimedia content along the
route in a proactive manner. The system works as an automatically generated tour
guide accessible from a PC or a mobile device.

1 Introduction

Tourists planning their trips usually rely on a guidebook or Web sites to help them
choose destinations and travel routes, but guidebooks often do not list the newest topics
and official Web sites provide much less information than is available on the Web. In
this paper, we propose a system that extracts typical travel routes from local blog entries
and presents relevant multimedia content along these routes in a proactive manner.

To develop such a system, we crawled through local blogs and inferred the blogger’s
activity by focusing on sentences containing the place names in the blog text. We obtain
typical travel routes by using a sequential pattern mining method, PrefixSpan, and we
extract keywords that indicate the context of bloggers’ movements along a typical route.
In our system, the user can search for typical routes by specifying a starting point, end
point, or context keyword.

Our system also presents multimedia content in a proactive manner. Once the user
selects one of the typical travel routes, the system presents relevant images and texts
collected from blog entries as a multimedia tour guide. The user can thus learn about
the region almost effortlessly.

The rest of the paper is organized as follows. Section 2 discusses related work. We
describe a formal model for a multimedia tour guide system in Section 3. Section 4
explains the method we use to extract a typical route and its context, and Section 5
explains how to generate a multimedia tour guide based on extracted routes. Section
6 shows examples of extracted routes and contents and evaluates the result. Section 7
concludes the paper by briefly summarizing it.

T.-J. Cham et al. (Eds.): MMM 2007, LNCS 4351, Part I, pp. 690–699, 2007.
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2 Related Work

2.1 PrefixSpan

There are various data mining methods that extract frequent combination of items from
a database [1]. There are also methods that extract patterns with “order” between items
[2,3,4,5]. The system we present in this paper extracts sequences of place names by us-
ing PrefixSpan, which is a fast mining method for extracting sequential patterns [5]. We
regard a typical travel route as a major route for visitors. Visitors’ routes are expressed
by sequences of place names. We extract frequent sequential patterns as major routes
for visitors by sequential pattern mining.

2.2 Local Blogs

There are various services that unify blogs with geographical information [6,7]. The
user can search the blog entries that are mapped in a specific area. The user can search
the location-specific blog entries provided by these systems, but those systems do not
provide any other information. The user cannot learn anything more than what is those
blog entries. On the other hand, there has been some research on spatial blog mining.
Kurashima et al.[8] extract experiences from blogs based on time, space, action and
object by association rule. They attempt to construct summary and search function.

2.3 Passive Interface of Local Contents

Our system’s function includes passive interface of local contents. Tezuka et al. [9] in-
troduce a passive browser of geographical Web pages based on landmark mining from
Web. This system shows Web pages, which are usually contents generated in infor-
mation provider. In contrast, Local blogs are contents generated by consumers. They
are useful for visitors (consumers) because the contents include the same viewpoint
for consumers. Our system shows such consumer-generated contents. Some researches
introduce the method to generate a tour guide. Schilling and Zipf developed a system
that generates 3D tour animation using a VRML city model [10]. Their system has a
function to present Web pages relevant to each building along the tour route. However,
Web pages are not dynamically mapped to buildings, and contexts of the user traveling
the route are not considered. They have not performed information extraction from Web
pages either.

3 Model of Multimedia Tour Guide System

In this section, we describe a formal model for a multimedia tour guide system. The
characteristic of our model is that contents for the multimedia tour guide are collected
based on a route selected by the user and its context. In Subsection 3.1, we model the
tour guide system. In Subsection 3.2, we model contexts for routes.

3.1 Multimedia Tour Guide Model

In this subsection, we formulate elements of a multimedia tour guide system. A route r
is formulated as sequences of place names pi. R is a set of routes.

r :=< p1, p2, ... >, R := {r1, r2, ...} (1)
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A sequential pattern α is a sequence of items, in this case place names. If all items
in a sequential pattern α are contained in another sequential pattern β, with the order
between items being preserved, We express the relationship as α � β. When the user
selects a sequential pattern ξ, a set of relevant blogs B(ξ) is defined as follows. In the
formula, r(b) represents a route contained in a blog b. B is a set of blog entries which
contain any of the routes.

B(ξ) := {b ∈ B | ξ � r(b)} (2)

When the user selects a sequence ξ, a set of typical travel routes R(ξ) which is adjacent
to the user selected route ξ is formulated as follows.

R(ξ) := {r(b) | b ∈ B(ξ)} (3)

A set of blogs B′(ξj) relevant to the user specified route R(ξj) is defined as follows. In
the definition, the function incl(b, x) indicates whether or not an object x is included
in the blog b. Context Xj for a sequence ξj is formulated as follows. The context is
discussed in Subsection 3.2.

B′(ξj) := {b | incl(b, x) ∧ ξj � r(b) ∧ x ∈ Xj}, Xj := context(R(ξj)) (4)

The function ord(b, x, y, z) indicates whether or not the objects x, y, z appear in the
blog b in this order, as follows.

ord(b, x, y, z) := true iff pos(b, x) < pos(b, y) < pos(b, z) (5)

The function pos(b, x) indicates the word position of the first appearance of the object
x in the blog b. A set of contents C(ξj) presented on the multimedia tour guide is
formulated as follows.

C(ξj) := {ck | b ∈ B′(ξj) ∧ ord(b, p1(j), gk, pl(j)) ∧ near(b, gk, tk)} (6)

ck is a content, which is a pair of an image gk and text tk. p1(j) and pl(j) are the first and
last appearances of place names in the sequence ξj . The function ord(b, p1(j), gk, pl(j))
indicates whether or not gk appears between route elements (a part of place names) in
the blog b. A route element is described in subsection 4.2. The function near(b, gk, tk)
indicates whether or not the image gk and the text tk appear near each other (under
certain criterion) in the blog b. A multimedia tour guide T (ξ) consists of a set of routes
R(ξ), a set of blog entries B′(ξj) and their contents C(ξj).

T (ξ) := {R(ξj), B′(ξj), C(ξj)} (7)

3.2 Context Model

In this subsection, we discuss contexts of routes. We define a context as a common topic
or interest shared by tourists who actually traveled along the route. In our definition, a
context can be expressed by a set of keywords. The concrete method to extract these
keywords is described in the following sections. A context keyword extracted by the
system is expected to be classified into one of the three types indicated below.

Edge type: Context is relevant to one of the edges between the nodes.
Multiple nodes type: Context is relevant to more than one node in the route.
Single node type: Context is relevant to one of two nodes in the route.

The edge type is defined as a context that is relevant to the route itself. This is the
most preferred information for our multimedia tour guide system. In the multiple nodes
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type, the context is relevant to more than one node in the route. This is useful for some
tourists who plan to travel with interests in certain subjects. Lastly, in the single node
type, the context keyword is relevant to only one of the nodes. Such information is
useful but is already provided by many local information search systems.

4 Route Mining

In this section we explain our method to extract typical routes and their contexts.

4.1 Local Blog Crawler

A system cannot extract frequent sequential patterns that represent typical travel routes
without mining a large set of local blog entries. Since it is difficult to obtain a large
number of relevant blog entries each time the user sends a query, we built a local blog
crawler that collects blog entries periodically. It sends place names from a manually
created list as queries and collects blog entries from conventional RSS blog search
engines.

4.2 Extraction of Visitors’ Routes

In this subsection, the aim is to extract a tourist route from each blog entry, whenever
there is one. We cannot expect the author of a blog entry to have visited all of the
place names appearing in the entry, so a filtering mechanism is needed. In discussing
the place-name filter that estimates whether a place name was actually visited by the
blogger, we will call the place names that were visited by the author route elements.
The order of appearances of the route elements are used as the order of the sequence.
This is because many of the blog entries written by tourists are written in a diary style,
and therefore the order in which place names appear reflects the order in which they
were visited. In addition, if one place name appears in a sequence some times as route
elements, we remove all but the last occurrence of items that occur more than once.
Such patterns occur when a blogger is discussing about these locations before or after
the trip.

In the filtering step the system judges whether the author of a blog entry has actually
visited the location specified by the place name, and it adds the place name as a node
of the route only if the judgment is yes. The criterion used in the judgment is whether
the place name accompanies some actions performed by the author. Action verbs, such
as “eat” and “see”, and gerunds by a term indicating activity, such as “go fishing” and
“go shopping,” were extracted. We also considered the deep structure of a sentence
and the dependency structure between noun phrases. We used CaboCha [11] to analyze
dependency, and we used a Japanese Lexicon [12] as a dictionary for action verbs.
We performed morphological and dependency analysis on sentences containing place
names, and extracted place names that are followed by spatial case particles and then
by an action verb. Place names followed by spatial case particles and an action verb are
equivalent to English phrases like “going to Kyoto Station” and “arrive at Kiyomizudera
Temple,” and are found in sentences directly expressing actions. We use these place
names as nodes for constructing typical travel routes. Another pattern is one in which
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where a part of a sentence indicates action, but the whole sentence indicates a state.
Examples are “the place where we arrived is the Silver Pavilion.” and “Kiyomizudera
Temple, to which we went next, ...”. In these cases the place name does not accompany
a spatial case particle but does accompany an action verb. The following two patterns
can be formalized as follows.

Pattern 1: {place’} ⇒ {verb}
Pattern 2: {verb} ⇒ {place}

place’: a place name + a spatial case particle
place: a phrase containing a place name, except the elements of place’
verb: an action verb
⇒ indicates a dependency relationship

In Pattern 1 we are only looking at the direct dependency relationship, but we also look
at indirect dependencies in order to deal with sentences such as “we went to the Golden
Pavilion and the Silver Pavilion” and “we visited a building in Kiyomizudera Temple.”
In addition, Blogs are often expressed in colloquial language. We used the following
countermeasure to avoid these problems. For the abbreviation of a verb, we judged a
place name to be a route element if it accompanied the case particles “-kara (from),” “-e
(to),” and “-made (to),” which represent deep case for “source” or “goal.” We assumed
that appearances of place names in these deep cases are usually relevant to the author’s
visit. For the abbreviation of a case particle, we judged a place name to be a route
element if it accompanied an action verb.

We tested the effectiveness of the above-mentioned method (Filtering) in a prelimi-
nary experiment measuring the precision of trials. When the route extracted by the filter
was correct, we judged the route to be correct. The results are illustrated in Figure 1,
where the line labeled “No filter” shows the results obtained without using the filter
(i.e., when all the place names contained in a blog entry were used as route elements).
The average precision plotted in this figure was calculated by considering the number
of place names contained in each blog entry. The graph indicates that the revisions have
increased the precision of the resulting routes.

4.3 Typical Route Mining

The system applies PrefixSpan [5] to the sequences of place names extracted by the
revised method described in Subsection 4.2. The minimum value of items and the min-
imum value of support are both set to 2. We define the extracted patterns as typical
tourist routes.

4.4 Context Extraction

In this subsection, we describe the method of obtaining contexts for the extracted routes.
We define a context for a route as a common topic or interest shared by tourists who
actually traveled along the route. In our definition, a context can be expressed by a set
of keywords. The system estimates contexts from blog entries containing place names
consisting the route. In the first step of the extraction, the system gathers blog entries
that contain the route. In the second step, the system obtains a feature vector Vi for each
blog entry bi, in which each dimension represents a noun, based on wether or not the
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Fig. 1. Average precision of the extracted routes

noun exists in the blog entry ei. In the third step, the system obtains a feature vector
V (r) for a route r by the following formula. In the formula, N(r) represents the number
of blog entries that contains the route r.

V (r) =
1

N(r)

N(r)∑
i=1

Vi (8)

Large components of the feature vector V (r) indicate terms that are frequently used in
blog entries containing the route r.Such terms contain not only context keywords that
we are looking for, but also common words such as “person” and “group”. Therefore,
we use the inverse document frequency of the term to remove such noise. We obtain a
feature vector Cx(r) for a term x in the following way.

Cx(r) = Vx(r) · log
N

DF (x)
(9)

Vx(r) and Cx(r) are x’s components of the feature vector V (r) and C(r). N is the
total number of blog entries which contain any of the routes. DF (x) is the document
frequency of a term x. We use m largest components of the feature vector C(r) as
contexts for the route r. In this way, the system obtains unique terms that are frequently
used in blog entries that contain the route r. We define the Cx(r) as the contextual value
for a term x.

5 Generation of a Multimedia Tour Guide

The user either selects a location on the map interface or types a context keyword into
the query box. The system searches through the database and presents typical travel
routes that are relevant to the user’s query. Once the user selects one of the presented
routes, the system obtains blog entries whose travel routes are connected to the se-
lected route. The system starts presenting multimedia content extracted from blog en-
tries. Most of this multimedia content consists of images and texts provided by bloggers
who actually traveled along the route. The continuously presented content enables the
system user to experience the tour virtually. The user can obtain up-to-date information
about the region because new blog entries are often posted frequently.

5.1 Tour Guide Interface

The generated guide content is browsed by using a Web browser, so it can be accessed
from either a PC or a mobile device such as a PDA. As illustrated in Figure 2, the
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Fig. 2. Tour guide interface Fig. 3. Example of map view

interface comprises a map view, a front view, a left side view, and a right side view. The
map view presents several routes that are relevant to the route specified by the user. The
example is indicated in Figure3. The blue arrows indicate travel routes extracted from
blog entries. As the vehicle icon moves along the selected route (red arrow), the views
except map view present multimedia content extracted from blogs containing the names
of places neighboring the current location of the vehicle icon. Depending on the relative
location of these place names to the vehicle icon’s location, the content is presented on
the left side view, right side view, or front view. If the place is far from the vehicle
icon’s location, then the content is presented in a small size. Through this interface, the
user can browse images and texts along the travel route continuously, without sending
further commands.

5.2 Contents Extraction

In this subsection, we explain the method of extracting contents presented on the inter-
face. Contents that we extract are mostly a set of tuples consisting of image and text,
since blogs to this day mainly consist of these two media. However, the same method
can be applied to videos and auditory contents. Images in local blogs are mostly pho-
tographs taken by bloggers. Through these images, the user can view his travel desti-
nation at a glance. We extract images and neighbored texts from a part of blog entries
which are relevant to the user selected route. The system specifies the text contents
about an image by html tags. We consider the number of html tags between text and an
image. Then, the nearest one sentence from an image is extracted as neighbored text.

After collecting multimedia content from blog entries, the system must map it to
geographic locations. This is a very difficult task because the location of the item pre-
sented in the content is usually not explicitly indicated in the blog entry. We therefore
approximate the locations by the positions at which the content (e.g., images) and place
names occur in the blog entry. In this subsection, we assume a place name as a route
element discussed in Section 4. The estimation consists of two types, place type and
route type. If the image is found between two occurrences of a place name A in a blog
entry, we call it a place type image. In this case, we map the image to the coordinates
of A. If, on the other hand, the image appears between two different place names A and
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Fig. 4. Tour guide generation in right and left views

B, we call it a route type image. In this case, we assume that the image refers to some
location between A and B. We approximate the location according to the length of the
text between the image and the place names. We express coordinates of the images by
a vector. The coordinates of the image Ci are estimated as follows:

Ci =
pACA + pBCB

pA + pB
(10)

CA and CB are respectively vectors indicating the coordinates of place names A and B,
pA is the text length between the image and place name A. Correspondingly, pB is the
text length between the image and place name B.

After estimating the image coordinates, we generate the multimedia tour guide. The
method is illustrated in Figure 4. The system maps the images and their surrounding
texts on the basis of the images’ estimated locations. When the vehicle icon passes
near the location, the image is presented in either view except map view. If the image
location is far from the route, the image is presented in a small size.

6 Evaluation

In this section, we present the result of route mining and examples of contents extracted
for the multimedia tour guide system. The source data contains 16,142 blog entries
collected by an RSS search engine, sending 74 major place names in Kyoto, Japan, as
search queries. Posting date of the blog entries ranged from May 22nd, 2006 to July
23rd, 2006.

6.1 Route Mining

Table 1 indicates the extracted context of the route. The six routes are the most frequent
routes from Kiyomizudera Temple and to Kiyomizudera Temple. “observation deck”
is extracted because Kiyomizudera Temple is famous for it. “Shop” is found on [Kiy-
omizudera Temple→ Gion District] because there are many eating places between Gion
Distinct and Kiyomizudera Temple. “Shinkansen Express” on [Kiyomizudera Temple
→ Kyoto Station] is a limited express which stops at Kyoto Station. Many school boys



698 H. Kori et al.

Table 1. Extracted contexts

Route freq. extracted contexts with contextual values

Kiyomizudera Temple → Gion District 23 observation deck (0.9), shop (0.9), sightseeing (0.9)
Kiyomizudera Temple → Kyoto Station 17 observation deck (1.3), Shinkansen Express (1.2), leaving (1.1)
Kiyomizudera Temple → Golden Pavilion 17 school excursion (1.2), group (1.0), length (0.9)
Golden Pavilion → Kiyomizudera Temple 18 group (1.9), school excursion (1.8), act (1.4)
Yasaka Shrine → Kiyomizudera Temple 16 school excursion (0.9), position (0.8), place (0.7)
Kyoto Station → Kiyomizudera Temple 14 bus (1.2), arrival (1.0), tour (1.0)

Fig. 5. Contents extracted from blogs

and girls visit Kiyomizudera Temple, Yasaka Shrine, and Golden Pavilion in “school ex-
cursion”. Contexts for routes, [Golden Pavilion → Kiyomizudera Temple] and [Yasaka
Shrine → Kiyomizudera Temple], express it. “Bus” is a major means of transportation
in Kyoto. Contexts for Kiyomizudera Temple and Golden Pavilion in different orders
are similar. However, contexts for the route between Kiyomizudera Temple and Kyoto
Station are not alike for different orders. It shows that the direction of movement affects
the visitor’s context in some cases.

6.2 Tour Guide Contents

In this subsection, we discuss retrieval results of images and texts used in the mul-
timedia tour guide system. We performed manual extraction to evaluate the method
described in Section 5. The result of the extraction is illustrated in Figure 5. Figure 5
shows contents extracted for the route, [Kiyomizudera Temple → Gion District] and its
most frequent context “observation deck” and “shop”. Some of contents in the figure
are relevant to the context. The image at a bottom right corner in the figure is a land-
scape from the observation deck in Kiyomizudera Temple. Since local blogs are con-
tents generated by consumers, they are useful for potential visitors (consumers). The
contents include the same viewpoint for consumers. Contents include photographs of
the route [Kiyomizudera Temple → Gion District], because there are many sightseeing
spots between Kiyomizudera Temple and Gion District.
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7 Conclusion

In this paper, we described a system to extract typical travel routes based on the blog en-
tries of visitors and to present multimedia content relevant to these routes. We extracted
typical travel routes by using a sequential pattern mining method. We also introduced a
user interface for presenting multimedia content along the route in a proactive manner.
The system works as an automatically generated tour guide accessible from a PC or a
mobile device.
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Abstract. This paper presents a new approach to estimate 3D head pose from a 
sequence of input images and retarget facial expression to 3D face model using 
RBF(Radial Based Function) for vision-based animation. The exact head pose 
estimation and facial motion tracking are critical problems to be solved in de-
veloping a vision based human computer interaction or animation. Given an ini-
tial reference template of head image and corresponding 3D head pose, full the 
head motion is recovered by projecting a cylindrical head model to the face im-
age. By updating the template dynamically, it is possible to recover head pose 
robustly regardless of light variation and self-occlusion. Moreover, to produce a 
realistic 3D face model, we utilize Gaussian RBF to deform the 3D face model 
according to the detected facial feature points from input images. During the 
model deformation, the clusters of the minor feature points around the major fa-
cial features are estimated and the positions of the clusters are changed accord-
ing to the variation of the major feature points. From the experiments, the pro-
posed method can efficiently estimate and track the 3D head pose and create a 
realistic 3D facial animation model. 

1   Introduction 

The requirements of a realistic and feasibly animated facial model have been in-
creased because facial modeling has been an important field of diverse application 
areas such as virtual character animation for entertainment, 3D avatars in the internet, 3D 
teleconferencing, and face recognition. Moreover, a growing interest in developing 
more intuitive and natural interaction between user and computer using vision-based 
facial expression. The vision-based face motion tracking and facial expression recog-
nition is an attractive input mode for better human-computer interaction [1]. However, 
face pose estimation and tracking are tough challenge particularly in varying lighting 
conditions and a moving, clustered background image[2,3,4,5].  Meanwhile, the 
analysis of facial features has been one of the challenging problems in computer vi-
sion field. Especially, the facial expression retargeting is considered a critical work 
for human-centered interface design and even facial expression cloning [9,11,12].   
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Many studies have been done for recovering face motion from image sequences 
[2,3,4,5]. One is to use distinct image features [2], which work well when the fea-
tures may be reliably tracked over the image sequence.  When good feature corre-
spondences are not available, tracking the entire facial region using a 3D head model 
is more effective.  Both generic and user-specific model have been used for head 
motion recovery [3].  Much simpler geometric models such as planner model and 
ellipsoidal model, which is effective and robust against initialization errors, have 
been introduced [4]. 

In this paper we propose an automated model-based 3D head pose estimation and 
facial expression control for vision-based animation. Figure 1 illustrates the overall 
procedures for 3D face pose estimation and facial expression generation. In the initial 
stage, head region from video input image is detected by template matching between 
a given template face image and input video frame. To generate a template face im-
age, an average face image is generated from training images and principal compo-
nent analysis (PCA) is applied to the average face image. Then a cylindrical head 
model is created and projected onto the detected face image. The head motion is 
tracked by using optical flow and the exact head pose is recovered by dynamically 
updating the projected template. At the same time the detected facial points and the 
other feature features around the facial points are retargeted to a 3D face model (ava-
tar) according to the facial variation of the input image. 

 

Fig. 1. An Overview Diagram of 3D Head Pose Estimation and Facial Expression Control 

The rest of the paper is organized as follows. Section 2 explains how to estimate 
and track head pose from sequential input images. Section 3 describes the way to 
generate facial expression from facial feature points with Gaussian RBF. The results 
of head pose estimation and facial expression cloning based on the proposed approach 
are provided in section 4. Conclusion and future works are given in Section 5. 

2   Dynamic Head Pose Estimation Technique 

The proposed 3D face pose tracking consists of two major phases: face detection and 
cylindrical model-based head pose estimation. Figure 2 shows the details for head 
pose estimation. 
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Fig. 2.  Phases for 3D head pose estimation 

Before tracking the varying head motion from the sequential input images, the 
candidate face region should be extracted. In general, color information is known 
efficient for identifying skin region. However, in computer vision, selecting color 
space is very important factor for face detection since every color space has different 
properties. The authors propose a nonparametric HT skin color model to detect facial 
region efficiently rather than using existing parametric skin color model [6,7]. With 
the HT skin color model we can extract the candidate face region and detect face by 
use of template matching. 

    

Fig. 3.  Skin color distribution with H-S, Cb-Cr, T-S and H-T from left to right 

In order to reduce the dimension of the facial data, Principal Component Analysis 
(PCA) is applied to the facial region. From the facial candidate region we can extract 
exact face using template matching based on L2 norm defined as follow: 
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Once face is detected from input video image, for face pose estimation we project 
the cylindrical 3D model to the detected. Given an initial reference template of the 
face image and the corresponding head pose, the cylindrical head model is created 
and the full head motion is traced from the sequential input images.  
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The head motion tracking using a template can be described as follows. If an image 
),( tuI  at time t  where ),( yxu =  is a pixel in the image is given, at 1+t , u moves 

to ),(' μuFu = , where μ is the motion parameter vector and ),( μuF  is the paramet-

ric model, which maps u  to the new position 'u . The motion vector μ  can be  
obtained by minimizing following function when the illumination condition is un-
changed. 

                     
Ω∈

−+=
u

tuItuFIE 2)),()1),,((()(min μμ                                (2) 

where Ω is the region of template at t .  By using Lucas-Kanade method [8], the 
problem of equation (2) can be solved as follows: 
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where 
tI and 

uI  respectively are the temporal and spatial image gradients. 

μF means the partial differential of F with respect to μ , which depends on the 

motion model and is computed at 0=μ . To present the geometry of the entire head, 

3D cylindrical model is projected to the input face model and the head pose is esti-
mated using the projected face model.  If the location of the head pose t is 

TzyxX ],,[= then the locations of the head pose at 1+t  becomes 
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when R is the rotation matrix with 3 degree of freedom and T  is the 3D translation 

vector.  Then the image projection μ of TzyxX ],,[=  at 1+t  can be defined  
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where [ ]zyx ωωω ,, , [ ]zyx ttt ,, , Lf represents the rotation, translation and the focal 

length respectively. Consequently, the motion model ),( μuF with the parameter 

[ ]zyxzyx ttt ,,,,, ωωωμ =  is defined by 
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However, the presence of noise and light variation can cause a problem of losing 
pixel data in the template while tracking the variation of head pose.  To maintain the 
accuracy of the head pose estimation under such conditions, as preprocessing light 
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compensation is done by use of min-max normalization of the light and it is defined 
as follow: 
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where 1min , 1max 2min and 2max are minimum and maximum values of input  im-

age and those of  the desired value, respectively. 
Meanwhile, the self-occlusion problem can be solved by dynamically updating the 

template while tracking the head pose. The single template through the entire image 
sequence is not enough to cope with the problems like light change and self-
occlusion. Once the head pose is recovered the detected facial region is used as a 
template. However, if occlusion is occurred at certain frame, the current template is 
removed and the last template is considered as a new template for the next frame. 
This makes the robustness of the head pose estimation improved. 

3   Facial Expression Control of a 3D Avatar Using RBF 

In order to retarget the facial expression to a specific facial model, we can make use 
of various deformation methods such as scattered data interpolation, anthropometry 
techniques, and projection onto the cylindrical coordinates incorporated with a 
positive Laplacian field function [9,10]. In this work, we have used scattered data 
interpolation.  

We have to consider two fitting process; the one fits estimated feature points in ge-
neric model to corresponding feature points and the other modify non-feature points 
in generic model using interpolation technique. Scattered data interpolation refers to 
the problem of fitting a smooth surface through a scattered or non-uniform distribu-
tion of data points. We have considered the problem of scattered data interpolation as 
follow: 

Given 

Niqp ii ,,1,),( 33 =ℜ×ℜ∈                                      (8) 

we can  find a continuous function 33: ℜ→ℜf  

Niqpf ii ,,1,)( ==                              (9) 

The points ),( ii qp are corresponding feature points pair and the points in 3ℜ  are 

denoted either by x , or ),,( zyxx = . Radial basis function (RBF) is to define the inter-
polation function as a linear combination of radialy symmetric basis functions, each 
centered on a particular feature point. A RBF generally consist of two functions. 
Given N corresponding feature point pairs, they can be described by the following 
equation, where ),,( zyxx = ;  
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NkA  is the weight associated with the Nth RBF, centered at 
ix .  )(xPmk

 is a polyno-

mial of degree m, or is not present. Φ  is a radial function, denotes the Euclidean 
norm, such that: 

2

1
222 ])()()[( iiii zzyyxxxx −+−+−=−                                    (11) 

It is necessary to decide a proper basis function, weight, centers, and width  
parameter for interpolation. The choice of a basis function is determined by the di-
mension of the interpolation problem,  the interpolation conditions, and the desired 
properties of the interpolation [10]. Gaussian function can exist without polynomial 
precision and be used to deform a complex structure like a face. In addition, Gaussian 
is localized in a neighborhood near the center in comparison to other functions that 
have a global response. Thus for facial feature control, we use Gaussian function as a 
basis function of RBF. The basis function of the Gaussian can be expressed by: 

)/)(( 2

)( σixx
i exx −−=−Φ                                                (12) 

In this research, we consider feature points as center. Therefore, we only decide 
weights and width parameter.  Since we know 3D coordinates of feature points x  and 
vertices positions y  in 3D face model corresponding to feature points, we can evalu-

ate weights by solving the following equations: 
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                              (13) 

The clusters of feature points around the detected points are made under the influ-
ence of each width parameter.  We use the mahalanobis distance between feature 
points and furthest points from feature points in each cluster as width parameters.  

))]()([(max 2

1
1

ikikii xxSxx −′−= −σ                               (14) 

kx is a point in kth cluster and S is the covariance matrix. Following figure 4 shows 

clustering results based on the major 13 feature points. 

              

Fig. 4.  Clustering results of 13 major feature points (left) and an example of local variation of a 
feature point (right) 
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4   Experimental Results 

Figure 5 illustrates the results of face tracking and head pose estimation based on 
the cylindrical head model and optical flow method.  The experiments show head 
motion is fully recovered using three different types of head pose variation.  
Moreover, the head pose is recovered even when the facial region is partially 
occluded by hand or paper during tracking the facial region as illustrated in  
figure 6.  

 
 

 
 

 

Fig. 5. Three different types of  head pose estimation  
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Fig. 6. Results of head pose recovery with self-occlusion  

The facial feature variation of the target 3D model according to the change of facia
l features of the video input image using the proposed facial feature clustering and RB
F is illustrated in figure 7.  Smiling, eye blinking and mouse shape variations from a s
equence of input video images are instantly retargeted to a 3D animation face model. 

 
(a)  Retargeting facial expression form video image to a 3D avatar 

 

 
       (b) The results of retargeted eye blinking 

 

 
              (c) The results of retargeted smiling 

Fig. 7.  Facial expression control of a 3D avatar 
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5   Concluding Remarks 

In this work, we propose a robust approach to track and estimate 3D head pose from a 
sequence of input face images. For this, we utilize a cylindrical head model and opti-
cal flow. Form the experiments, we can show the proposed method can effectively 
recover head pose fully even when self-occlusion is occurred in the sequences of 
input images. Consequently, the result of face tracking and pose estimation will be 
used for real time facial expression retargeting to a virtual 3D avatar. For facial ex-
pression control, we use scattered data interpolation with RBF to solve reconstruction 
problem. In this stage, it is necessary to decide a proper basis function, weight, cen-
ters, and width parameter for interpolation. Thus, we adopt Gaussian function as basis 
function and propose a new width parameter decision rule, which makes clusters of 
feature points to the detected major feature points under the influence of each width 
parameter. From experiments, the proposed method is also proved to be suitable to 
generate   realistic facial expression of 3D avatar according to the variation of the 
facial expression from a sequence of input images. 
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Abstract. This article presents a skeleton-based shape description
scheme called a skeleton tree. A skeleton tree represents an object shape
as a hierarchical structure where high-level nodes describe parts of coarse
trunk of the object and low-level nodes describe fine details. Each node
refines the shape of its parent node. Most of the noise disturbances are
limited to bottom level nodes. The similarity of two shapes is measured
by considering the best match of a skeleton tree to a subtree of another
skeleton tree. This partial matching is particularly useful when the shape
of an animated object is deformed and also when a part of an object is
occluded. Several experimental results are presented demonstrating the
validity of our scheme for the shape description and indexing.

1 Introduction

Description of image contents has been a fundamental issue for further process-
ing in image analysis and content-based image retrieval. Shape is one of key
visual features in characterizing image semantics. Two most important issues in
a shape-based image retrieval is shape description and shape matching. Shape
description characterizes image contents and shape matching determines the
relevancy of shapes based on similarity measures of features. For the represen-
tation of 2D objects in images, many description schemes have been proposed,
e.g., chain codes, signatures, and skeletons. Among them, skeletons provide an
efficient way to represent high-level semantics but they are unstable and sensi-
tive to shape details. Recently, there have been works to handle shape features
effectively such as curvature scale space[1]. There also have been advances in the
skeleton approach to overcome critical problems associated with the structural
weakness of skeletons: skeleton abstraction schemes and similarity measures [2,3],
shock graph[4,5], and skeletal graph[6].

This paper presents a new shape description scheme, called a skeleton tree,
which is a hierarchical shape description scheme using skeletons. A skeleton tree
represents an object in a hierarchical manner such that higher levels describe
parts of coarse trunk of the object and lower levels describe fine details. Each low-
level node refines the shape of the parent node. Most of the noise disturbances
are limited to the bottom levels. The boundary noise is controlled by decreasing
weights on the bottom levels.

The image retrieval process constructs a skeleton tree for a query image
and compares the skeleton tree to the archived skeleton trees stored in a local

T.-J. Cham et al. (Eds.): MMM 2007, LNCS 4351, Part I, pp. 709–718, 2007.
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database. We assume that images are already segmented using a segmentation
tool which could be either automatic or interactive. For each region, a skele-
ton is obtained using a distance transform of a segmented image. Then, using
the skeleton image, a skeleton tree is constructed. Steps of our shape retrieval
algorithm for a query image is as following:

Step 1: Skeletonize the query shape region.
Step 2: Extract skeleton segments from the skeletons.
Step 3: Select nodes and links from the skeleton segments and construct

a skeleton tree.
Step 4: Compute the shape feature vector for the skeleton tree.
Step 5: Compute similarities between the feature vector of the skeleton

tree for the query shape and those of the archived skeleton trees that are
already saved in a local database.

Step 6: Rank the best matched n shapes using the similarities.

As well as the image retrieval process, an image archiving process is required
to establish a shape database. The image archiving is an off-line process which
constructs skeleton trees and shape feature vectors and then saves them to a local
database, similar to those of image matching process corresponding to Step 1–4.

In the following, in Section 2, our proposed skeleton tree description scheme is
introduced. Section 3 describes the shape matching of skeleton trees in computing
shape similarities. Then experimental results are presented in Section 4. We
conclude this paper with discussion and future works in Section 5.

2 Skeleton Tree for Shape Representation

An image could be considered as a set of regions where each region corresponds
to a shape of an object. For each region, a skeleton image is obtained using a
distance transform and, from the skeleton image, a skeleton tree is constructed.
The skeleton representation is a natural way of shape description especially for
articulated or deformable objects such as human, animals, fishes and insects.
Beside its naturalness, the shape can be reconstructed from the skeleton by
taking an inverse skeleton transform.

The major drawback of skeleton representation is that it is sensitive to noise in
shape boundaries. Most segmentation algorithms without a priori information or
user interference yield unsuccessful object shapes. They frequently contain small
holes and ragged boundaries. In that case, approaches of medial axis may cause
spurious branches and shape distortions for the jagged boundaries. Our proposed
skeleton tree description supplements such a weakness. The sensitivity to the
boundary noise is prohibited by employing a hierarchical tree representation
called the skeleton tree. A set of nodes in a level represents the object in a
certain coarseness.

2.1 Extracting Skeleton Segments

The skeleton skel(obj) of an object obj is defined as the locus of the centers of
the maximal disks that are contained within the shape. To extract the skeleton,
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numerous methods has been proposed such as methods using a distance
transform[7], methods using a morphological operator[8], and methods using
the Voronoi graph[9]. Among them, we use a distance transform method for the
purpose of simplicity. For each pixel, the method assigns a number that is the
distance between the point and its closest border pixel.

To avoid too many skeletal branches, we remove any skeleton pixels having
distances less than a given threshold t. The choice of a certain threshold value
only affects the complexity of the constructed structure. For the simplification
and the fast computation of the skeleton tree, t is typically chosen between 7
and 10 in pixel unit.

To make the skeleton more descriptive we convert it to a set of skeleton
segments. A skeleton segment is defined as a curve segment which has only two
end points without any junctions. It is represented as a list of skeleton pixels
where each skeleton pixel has a distance value to the closest border pixel. A set
of skeleton segments can be obtained by following and linking skeleton edges.
A point is classified as an end point if it is connected to a single direction in
its neighborhood. If the point is connected to more than two directions in its
neighborhood, it is classified as a junction point. The edge following process starts
at an end point and follows a connected pixel until all the connected pixels are
visited. If the current point is a junction point, the curve segment is added to
the set of skeleton segments and the edge following process is restarted at the
junction point. We use the 8-connected neighborhood and the visited points are
excluded for the further consideration.

Once all the skeleton segments are prepared, we construct a skeleton tree.
After the construction, the skeleton segments are also kept so that the boundary
can be easily reconstructed from the skeleton tree. Note that a reconstructed
boundary may be different from the original one since we ignored all the skeleton
pixels of distance less than the given threshold value t.

2.2 Constructing Skeleton Trees

Using the extracted skeleton segments, the skeleton tree is constructed. A skele-
ton segment introduces a link and its two end points introduce two nodes. When
pixel coordinates of end points are equal, their corresponding nodes are regarded
as the same node. The set of nodes is denoted by V (obj) and the set of links
is denoted by E(obj). The two sets V (obj) and E(obj) defines a skeleton tree.
A node is a leaf node if it has only one link. A link connected to a leaf node is
called a skin link and a link which is not a skin link is called a bone link. The
set of skin links is denoted by ES(obj) and the set of bone links is denoted by
EB(obj).

Each link defines an influence zone which is a set of pixels whose nearest
skeletal pixels are on the link. The zone corresponds to the union of sweep
regions with a moving disk of various radii. Once V (obj) and E(obj) are given,
we determine a path called the maximum influence path, (v1, . . . , vn). All nodes
in the path must be non-leaf nodes. The maximum influence path is a path that
the union of influence zones of all the links in the path is maximum among all



712 J.-S. Park

possible paths between node v1 and node vn. For a pair of non-leaf nodes we
compute the maximum influence path by inspecting all possible paths for the
two nodes and record the path and the area of its influence zone as attributes
of the pair. A link is called a spine link if the link is on the maximum influence
path. The set of spine links is just a subset of EB(obj).

A skeleton tree represents a shape in three different scales: a coarse level
shape, an intermediate level shape, and a fine level shape. A coarse level shape
is a description of the shape only by the set of spine links. An intermediate level
shape is a description of the shape by the set of bone links. A fine level shape is
a description of the shape using both the set of bone links and the set of skin
links.

Once the maximum influence path is determined, we construct the coarse level
skeleton subtree which is a one-level tree. The nodes in the path (v1, . . . , vn)
constitutes level-one in the order they appear from left to right where all the
remaining nodes are attached to the tree recursively. The tree after appending
all the bone links and their nodes corresponds to the intermediate level skeleton
subtree and the tree of all bone links and skin links corresponds to the fine level
skeleton tree or just the skeleton tree. The skeleton tree construction steps are
summarized as follows:

Step 1: Extract skeleton segments : For the given binary image of an object
obj, do the distance transform and make a skeleton. Then extract all
skeleton segments from the skeleton.

Step 2: Construct nodes and links : Compute the set of nodes, V (obj), and
the set of links, E(obj), from the skeleton segments.

Step 3: Construct a coarse level tree: Determine the maximum influence
path and construct a one-level tree T (V1, E1) from the spine links and
their nodes.

Step 4: Construct an intermediate level tree: For each bone link e = (v, v′)
or e = (v′, v) in EB(obj) which is not contained in the skeleton tree, if
one node v is already a node in Vl (l ≥ 1), then insert the node v′ as a
child of v. The node v′ becomes a node in Vl+1. This process is repeated
until every non-leaf nodes are included in the skeleton tree. The result
tree becomes an intermediate level tree.

Step 5: Construct a fine level tree: For each skin link e = (v, v′) in ES(obj)
where v′ is a leaf node, find the non-leaf node v in the tree and insert
the node v′ as a child of v. The node v′ is marked as a leaf node of the
tree. The final skeleton tree is denoted by T (V, E).

Note that a cyclic graph cannot be created even when the given shape has holes
since the node always becomes a child of a node in the immediate previous level.

2.3 Simplifying Skeleton Trees

Often, there are too many extra nodes due to the discrete property of region
boundaries or noisy jagged boundaries. To achieve fast computation without
losing object information, we prune unnecessary nodes and links before the
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structure construction. The slight deformations on a boundary cause a node
to be split into several nodes and the final tree structure would contain too
many nodes. To prevent the tree construction of an excessive number of nodes,
we introduce three operations: cut, delete, and merge. Those operations greatly
simplify nodes and links. The behaviors of the operations are defined as follows:

– Cut operation: If the sum of gradient magnitudes of a distance image along
a skin link is too small, we cut off the link from ES(obj) and also remove
the leaf node connected to the link from V (obj). If the gradient magnitudes
are small around a skeleton segment, the corresponding link was created due
to a small noise in a boundary. Most of the influence zone of such a link
is already contained in other influence zones and removal of such links and
nodes does not change the shape significantly.

– Delete operation: If influence zones of two skin links nearly overlap, we re-
move one of the duplicated skin links and also the isolated leaf node on it.
The redundancy of influence zones is prohibited by removing such nodes and
links.

– Merge operation: If two non-leaf nodes are too close, we merge them into
a single node by extending one node to the other. This rule considerably
simplifies the skeleton tree of an object.

By applying the above three operations, a skeleton tree with reduced sets of
nodes and links is generated without significantly changing the shape.

3 Shape Matching Using Skeleton Trees

3.1 Comparing Shapes by Skeleton Trees

The similarity of two shapes is computed by comparing the similarity of the
corresponding skeleton trees. Frequently, a query shape is just a partial portion
of a target shape or a coarse version of a target shape. To provide the partial
shape matching functionality, we match the shape of the first object obj1 to all
possible partial shapes of the second object obj2 and we choose the best matched
partial shape of obj2. Let T (V, E) and T (V ′, E′) be the skeleton trees of two
objects obj1 and obj2, respectively. First, we generate all possible subtrees of
T (V ′, E′). Then, the similarity measure for T (V, E) and T (V ′, E′) is computed.
If the similarity measure gives the maximum similarity value up to now, it is
stored for the further references. The similarity for the most similar subtree
becomes the similarity for obj2.

A partial shape of obj2 is a subtree of T (V ′, E′). For the simplicity of the
implementation, we always include all non-leaf nodes to a subtree. We generate
the sum of all combinations of all leaf nodes. The union of the set of non-leaf
nodes and a subset of leaf nodes gives a shape representation. Generally for
m leaf nodes, the number of all the combinations is 2m. The same number of
subtrees are considered for the tree T (V, E).

Each skeleton tree defines a region which is the union of influence zones of
their links. We denote the shape from a tree T as S(T ). When we compare
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a given object obj1 to another object obj2, we generate all the possible shape
representations S(T 1(obj2)),. . . ,S(T m(obj2)) where T i is a subtree of T (V ′, E′).
Then, we compare S(T (obj1)) to each S(T i(obj2)), 1 ≤ i ≤ m. The shape
similarity measure for two objects is the maximum similarity among all the
representations.

3.2 Computing Similarity Measures by Invariant Shape Features

As well as the skeleton tree description scheme, we also provide a proper sim-
ilarity measure for them. Generally, there are two types of shape measures:
boundary-based measures and region-based measures. Fourier descriptors and
curvature scale space descriptors are typical boundary-based measures. Zernike
moment descriptors and grid descriptors are region-based measures. Among
them, moment invariants and Fourier descriptors are considered as two most
representative features in 2D shape matching. Both of the measures are invari-
ant to translation, scale change, and rotation in 2D space.

Mehtre et. al [10] compared the retrieval efficiency of several methods: re-
duced chain code, Fourier descriptors, moment invariants, Zenike moments, and
Pseudo-Zenike moments. Though, in there experiments[10], the measure using
both Fourier descriptors and moment invariants gave the best average retrieval
efficiency, there are also cases when a measure using a single type of features is
practical for some reasons such as a restricted computational power.

It is required to define the similarity of two skeleton trees. Due to the flexibil-
ity of the skeleton tree scheme, both boundary-based measures and region-based
measures are applicable to the tree representation. Three types of features can
be used for the similarity measures of the skeleton tree or subtree: Fourier de-
scriptors alone, moment invariants alone, and the combination of both Fourier
descriptors and moment invariants.

In the case of articulated objects such as human or animals, the shape transfor-
mation due to the motion of articulations makes the shape matching to original
shape fail and the system may regard them as different objects. To handle the
hard problem, we compare a skeleton tree of an object to all possible skeleton
subtrees of another object. This partial matching approach overcomes the shape
deformation problem of an animated object and also the shape occlusion prob-
lem. A tree of the first object is compared to one of possible subtrees of the
second object by their shape representations. Among them, the similarity of the
best matched pair of subtrees is regarded as the similarity of the two objects.

The skeleton tree description provides both the shape region and its boundary.
From a skeleton tree, the corresponding shape region is directly generated by
computing the union of all influence zones of tree links. The shape boundary is
easily obtained by linking boundary pixels.

For a given tree, two feature vectors, the moment invariant vector fZ and
the Fourier descriptor vector fH , are computed using the shape boundary. The
similarity of two skeleton trees means the similarity of the two feature vectors.
Let fZ and fF be feature vectors of obj1 and f ′Z and f ′F be feature vectors of obj2.
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Then the distance of moment invariants dZ and the distance of Fourier descrip-
tors dF are computed by the following equations:

dZ = d(fZ(obj1), f ′Z(obj2)),
dF = d(fF (obj1), f ′F (obj2))

where d is the Euclidean distance of two vectors. The combined similarity mea-
sure could be defined as the average of two distances. There is a trade-off between
the overall rough matching and the partial exact matching. The similarity mea-
sure gives a better matching result for the case when the most part of two shapes
are roughly matched then for the case when relatively small part of two shapes
are exactly matched. To control the trade-off, we introduce the weighted distance
measure dW :

dW =
1
2

(wZdZ + wF dF ) (1)

where wZ and wF are the weights of the distances dZ and dF , respectively,
which are determined proportional to the region area and the number of region
boundary pixels, respectively.

4 Experimental Results

We tested our method on several shape databases that are constructed from
our manual segmentation works or collected from other research works. The
top left figure in Fig. 1 shows a sample fish shape from a database and the
top right figure is the corresponding distance transform image. To avoid too
many skeletal branches caused by the jagged boundary, we remove the branches
having distances less than a given threshold. The threshold value is determined

0
1 2

3 4 56 7 8 9
10

Fig. 1. A shape boundary of a fish (top left), the distance transform image (top right),
skeleton segments from skeleton pixels (bottom left), and the recovered shapes with
different levels of a skeleton tree (bottom right)
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Fig. 2. Intermediate results of tree construction: Constructed trees after 1, 2, 3, 5, 7,
and 13 iterations, in left-to-right and top-to-bottom order

in the interval from 5 pixels to 15 pixels depending on the image resolution.
There are many unnecessary skeleton segments with a low threshold value less
than 5 pixels. A threshold value more than 15 pixels is not preferred since the
shape description could become obscure. In this example, we chose 10 pixels as
a threshold value.

Once a skeleton is computed, we follow the skeleton pixels and generate a
set of skeleton segments. Each skeleton segment has a link and two nodes. An
end point or a junction point defines a node. A skeleton segment connecting two
nodes defines a link. Fig. 2 shows the construction of skeleton segments with
intermediate results of the process. The size of the fish image is 299 × 155 with
1223 skeleton points. To obtain all skeleton segments, we find all end points in
the skeleton. For each end point we follow skeleton pixels until a junction point or
an end point is encountered. The followed segments are added to a set of skeleton
segments and removed from the skeleton. We repeat the process until there are
no more pixels to follow in the skeleton. Three simplification operations are also
applied to reduce the skeleton segments. All the skeleton pixels are followed in
13 iterations. The extracted segments are shown in the bottom left figure in Fig.
1. Each skeleton segment corresponds to one of a spine link, a bone link, and a
skin link. The bottom right figure shows the recovered shapes in three different
scales from the skeleton segments.

From skeleton segments, we construct the set of nodes and the set of links and
finally generate a skeleton tree. Fig. 3 shows the constructed skeleton tree for
the fish shape. The left figures show the nodes and links for the tree construction
with the reconstructed region boundaries corresponding to the skeleton trees in
the right figures. The first step is to determine the spine links. Among non-leaf
nodes, the path from node 0 to node 10 is picked for the maximum influence
path and they constitute level-one nodes (upper row in the figure). Then, other
non-leaf nodes are attached to the tree recursively (middle row). Finally, all leaf
nodes are added to the tree (lower row). Note that the number of nodes in level-
one is just 11 while the total number of nodes in the tree is 48. But the area
of the influence zone of level-one nodes is more than 90% of the total area of
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Fig. 3. A skeleton tree construction process. a tree from spine links (top), a tree from
bone links (middle), a tree from all links (bottom).

the shape. Generally, the shape from level-one nodes is the major part of the
shape and the set of other non-leaf nodes refines the shape. The set of leaf nodes
describes the detailed part of the shape.

5 Conclusion

Many shape-based similarity retrieval methods perform well when the segmen-
tation is adequate. However, most segmentation algorithms without a priori
information or user interference yields unsuccessful object shapes. This paper
proposed a novel shape description scheme termed the skeleton tree. Skeleton
trees are not sensitive to noise in object boundaries. Once the skeleton tree is
constructed, it is possible to do partial shape matching of two structures as well
as reconstruction of original shape. The set of spine nodes describes deformable
objects in a flexible manner. The description scheme also has the partial match-
ing capability. A shape of the given query object is compared to all possible
partial shapes of the target object. The best matched subtree is chosen and it
is regarded as the match of two skeleton trees. This property makes the method
overcome the shape deformation of an animated object.

Beside the novel property of our method, unexpected results may appear when
there is a perspective effect in the shape since the invariance holds only when
the deformation is a kind of 2D affine transformation. Irrelevant results may also
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appear when the two boundaries are from the same object but a boundary was
too much smoothed by a region extraction module.

As future works of our research, we are going to develop an automatic image
segmentation algorithm which extracts only objects of interest regardless of the
complexity of the environment where the object is located in.
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Abstract. 3D video, which is captured by multiple synchronized cam-
eras and stored in mesh models, is emerging in recent years. However, the
generation of 3D video is time-consuming and expensive. In this paper,
we present an editing system to re-use 3D video efficiently. The hierar-
chical motion structure in 3D video is observed and parsed. Then, the
representative motions are selected into a motion database, where the
user can choose the desired motions. When synthesizing those chosen
motions, the motion transition is optimized by a cost function. Some
other information is also displayed in the interface to ease the editing. It
should be mentioned that all the analysis and processing in our system
are done in feature vector space.

1 Introduction

3D video, which consists of a sequence of 3D mesh models, is attracting increased
attention recently. 3D video can reproduce not only the 3D spatial information
such as shape and color of real-world 3D objects, but also the temporal in-
formation such as motion. Therefore, a dynamic 3D object can be rendered in
high accuracy from an arbitrary viewpoint. The applications of 3D video include
movies, games, medical system, broadcast, heritage documentation, etc.

Several 3D video generation systems have been developed in the last decade
[1,2,3,4]. In these systems, many synchronized cameras were installed in a studio
to capture the motion of the object such as dance or sports. Each frame in 3D
video was generated independently frame by frame. Therefore, the geometry and
topology in mesh models vary frame by frame, which is different from computer
animation. Two characteristics of 3D video are that 3D video data are very large
and the generation of 3D video is time-consuming and rather expensive.

Many technologies in 2D video have been developed to (semi)automatically
edit the home video such as AVE [5]. In the professional field of film editing,
video editing such as montage is necessary, which is manually implemented by
experts. Similarly, 3D video editing will be useful and necessary to re-use 3D
video due to the cost of 3D video generation. Another merit of 3D video editing
is that some impossible motions for human beings can be generated by editing.

T.-J. Cham et al. (Eds.): MMM 2007, LNCS 4351, Part I, pp. 719–730, 2007.
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Fig. 1. Framework of our 3D video editing system

In this paper, a framework for editing 3D video is proposed as shown in Fig. 1.
The feature vectors in [6], which is based on histograms of vertex coordinates, are
adopted. Like video semantic analysis [7], several levels of semantic granularity
are defined and parsed in 3D video. Then, we can construct the motion database
by the parsed motion structure. Lastly, the user can edit the 3D video by selecting
the motions in the motion database according to his/her wishes. A next motion
is recommended, whose key frames are shown in the interface. The transition
frames are optimized by a cost function. And the editing operation is on the
motion level so that the user can edit 3D video easily.

2 Related Work

There are very few works on 3D video editing. Starck et al. proposed an anima-
tion control algorithm based on motion graph and a motion blending algorithm
based on spherical matching in geometry image domain [8]. However, only genus-
zero surface can be transfered into geometry image, which limits the adoption in
our 3D video. Our previous work [9] presented a framework of motion editing in
3D video, which is similar to this work but much more simple. In this section, we
mainly survey some works on 2D video editing and motion capture data editing.

The CMU Informedia system [10] was a fully automatic video editing system,
which created video skims that excerpted portions of a video based on text
captions and scene segmentation. Hitchcock [11] was a system for home video
editing, where original video was automatically segmented into the suitable clips
by analyzing video contents and the user dragged some key frames to the desired
clips. Hua et al. [5] presented another video editing system for home video, where
temporal structure was extracted with an importance score for a segment.

Besides 2D video editing systems, a number of algorithms on motion cap-
ture data editing have been proposed [12,13,14,15]. They can be classified into
editing in spatial domain and temporal domain. In [12], Boulic et al. edited the
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Table 1. The number of frames in 3D video sequences (10 frames per second)

Person A Person B Person C Person D
Walk 105 105 117 113
Run 106 107 96 103

BroadGym 1981 1954 1981 1954

motion capture data in spatial domain, where a prioritized Inverse Kinematics
(IK) algorithm was proposed. The system presented by Chao et al. [13] was an
example for editing in temporal domain, where the editing operation was done
in several frames. Kovar et al. [14] proposed a concept called “Motion Graphs”,
which consisted of both original motion clips and generated transition clips. And
a statistical method was proposed by Li et al. [15], where a synthesized motion
was statistically similar to the original motion. Many other works have been done
and surveyed by Geng et al. in [16]. Among these algorithms, some re-generated
new motion capture data which were not contained in the original database and
others only re-organized motion capture data in the database. The former is
difficult and time-consuming for mesh models. Therefore, we will only consider
the latter in this paper.

The works both in 2D video editing and motion capture data editing share
some common characteristics in their systems. For example, it is necessary to
segment the original video sequences and reassemble the basic units such as
video clips by the user’s requirements to realize his/her purposes. In this paper,
we will also parse the motion structure in 3D video. It is also observed that
the original data and the user’s purposes have a great influence on the editing
operations provided by their editing systems.

3 Feature Vector Extraction

Our 3D video sequences are generated in a 22-camera studio. Each frame in a
sequence is stored in mesh model and has three types of information including
vertex positions in Cartesian coordinate system, vertex connection in triangle
edges, and the color attached to its corresponding vertex. Different from motion
capture data, mesh model provides no structural information in spatial domain.
Both the number of vertices and the topology change frame by frame in 3D
video, thus 3D video has no corresponding information in temporal domain.

Our test sequences were generated from four persons as listed in Table 1. In
these sequences, the number of vertices in a frame is about 16,000, the number of
edges is about 32,000, and the number of colors is the same as vertices. “Walk”
sequence is to walk for about 10 seconds. “Run” sequence is to run for about 10
seconds. And “BroadGym” sequence is to do the broadcast gymnastics exercise,
which lasts about 3 minutes. Total time of these sequences lasts 872.2 seconds.

As mentioned above, 3D video has huge data without structural information in
spatial domain or corresponding information in temporal domain, which makes
geometry processing (such as model-based analysis and tracking) difficult and
time-consuming. On the other hand, strong correlation exists in the statistical
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point of view. Therefore, statistical feature vectors are preferred, which is the
base of our system as shown in Fig. 1. We directly adopt the feature vectors in [6],
where the feature vectors are the histograms of vertices in spherical coordinate
system. A brief introduction is given as follows.

To find a suitable origin for the whole sequence, the vertex center of 3D object
in (and only in) the first frame is calculated by averaging all the Cartesian
coordinates of vertices in the first frame. Then, the Cartesian coordinates of
vertices are transformed to spherical coordinates frame by frame by Eqs. (1)–(3)
after shifting to new origin.

ri(t) =
√

x2
i (t) + y2

i (t) + z2
i (t) (1)

θi(t) = sign(yi(t)) · arccos

(
xi(t)√

x2
i (t) + y2

i (t)

)
(2)

φi(t) = arccos
(

zi(t)
ri(t)

)
(3)

where xi(t), yi(t), zi(t) are the Cartesian coordinates with the new origin, ri(t),
θi(t), φi(t) are the coordinates for the i-th vertex of the t-th frame in the spherical
coordinate system, and sign is the sign function, which is defined as

sign(x) =
{

1 if x ≥ 0
−1 if x < 0. (4)

Then, the histograms of spherical coordinates are calculated. The feature vectors
for a frame include three histograms for r, θ, and φ, respectively.

With the feature vectors, a distance is defined in Eq. (5), called a frame
distance in this paper. The frame distance is the base of our algorithms.

df (t1, t2) =
√

d2
f (r, t1, t2) + d2

f (θ, t1, t2) + d2
f (φ, t1, t2) (5)

where t1, t2 are the frame ID in 3D video, df (t1, t2) is the frame distance between
the t1-th and the t2-th frames, and df (σ, t1, t2) is the Euclidean distance between
the feature vectors defined in Eq. (6).

df (σ, t1, t2) =

√√√√max(J(σ,t1),J(σ,t2))∑
j=1

(h∗
σ,j(t2) − h∗

σ,j(t1))2 (6)

where σ denotes r, θ, or φ, df (σ, t1, t2) is the Euclidean distance between his-
tograms in the t1-th frame and the t2-th frame for σ, J(σ, t) denotes the bin
number of histogram in the t-th frame for σ, and h∗

σ,j(t) is defined as

h∗
σ,j(t) =

{
hσ,j(t) j ≤ J(σ, t)
0 otherwise (7)

where hσ,j(t) is the j-th bin in the histogram in the t-th frame for σ.
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Fig. 2. Hierarchical motion structure in 3D video, a motion atom is defined as a number
of successive frames with fixed length, a motion texton is a group of motion atoms,
and a motion cluster is a group of motion textons

4 Motion Structure Parsing

Many human motions are cyclic such as walking and running. There is a basic
motion unit which repeats several times in a sequence. More generally, such a
basic motion unit will be transfered to another after several periods in a 3D
video sequence such as from walking to running. Therefore, we define a basic
motion unit as the term motion texton, which means several successive frames
in 3D video which form just a complete periodic motion. And several repeated
motion textons will be called a motion cluster, which is a group of repeated
motion textons. Thus, 3D video is composed of some motion clusters, and a
motion texton is repeated several times in its motion cluster. This is the motion
structure of our 3D video sequences as shown in Fig. 2.

An intuitive unit to parse the motion structure is a frame. However, motion
should include not only the pose of the object but also the velocity and even
acceleration of motion. For example, two similar poses may have different mo-
tions with inverse orientations. Therefore, we have to consider several successive
frames instead of only a frame. As shown in Fig. 2, motion atom is defined as
some successive frames in a fixed-length window, which are our unit to parse the
motion structure. Another benefit from motion atom is that some noise, which
may come from the fact that the similar histograms may have different vertex
distributions (i.e., histograms are global descriptions of the content), can be alle-
viated by considering several successive frames. The hierarchical structure is not
a new idea. It is popular in text/speech/video processing [7]. Some abbreviations
will be used in this paper: motion atom will be briefly called as atom or MA,
motion texton as texton or MT, and motion cluster as cluster or MC.
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Fig. 3. Motion structure parsing procedure in 3D video, left: the detail of first two
MTs, right: the whole procedure

To parse this motion structure, we have to detect the boundaries of motion
textons and motion clusters. The main idea to detect motion textons is that the
motion atom will be similar when the motion texton is repeated. And the main
idea to detect motion cluster is that there should be some motion atoms which
are very different from those in the previous motion cluster. Therefore, an atom
distance is defined to measure the similarity of two motion atoms in Eq. (8).

dA(t1, t2, K) =
K∑

k=−K

w(k) · df (t1 + k, t2 + k) (8)

where w(k) is a coefficient of a window function with length of (2K + 1). t1 and
t2 are the frame ID of the atom centers, which show the locations of motion
atoms with (2K + 1) frames. dA(t1, t2, K) is the atom distance between the
t1-th and the t2-th atoms. In our experiment, a 5-tap Hanning window is used
with the coefficients of {0.25, 0.5, 1.0, 0.5, 0.25}. From now on, we will simplify
dA(t1, t2, K) as dA(t1, t2) since K is a fixed window length.

Figure 3 shows the procedure of motion structure parsing, where the dash
rectangle is the detail of process of first two MTs. To utilize the motion atom
effectively, the first texton will begin from an active motion atom which satisfies
Eq. (9) because the object has no motion at the beginning in many cases.

df (t, t + 1) < df (t − 1, t) and df (t − 1, t) > α (9)

where α is a threshold and set as 0.04 in our experiment.
Process of first two MTs in Fig. 3 is to find the first two motion textons in

a motion cluster by decision of new MT. Here suppose there are at least two
motion textons in each motion cluster. The motion atoms in the two motion
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Fig. 4. Atom distance dA(t, tfirst) from the first atom in its motion texton in “Walk”
sequence by Person D, the black points denote the first atom in a motion texton

textons will be used as the initial reference range [tinf−C , tsup−T ] in Eq. (11) in
decision of new MC.

Decision of new MT is to decide if a new motion texton is detected. The atom
distance dA(t, tfirst) between the current atom (t) and the first atom (tfirst)
in the current motion texton is calculated. Then, if dA(t, tfirst) reaches a local
minimum (that means the motion atom may repeat) and the difference between
the maximum and minimum in the current motion texton is large enough (since
unavoidable noise may cause a local minimum), a new motion texton is detected.
Figure 4 shows the atom distance dA(t, tfirst) between the first atom and current
atom in “Walk” sequence by Person D, which reflects the texton is repeated. A
distance in Eq. (10) is then defined as texton distance, which is the atom distance
between the first and last atom in the texton.

dT (Ti) = dA(tlast, tfirst) (10)

where dT (Ti) is the texton distance for the i-th texton, tfirst is the first atom
in the i-th texton, and tlast is the last atom in the i-th texton.

Decision of new MC is to decide if a new motion cluster is detected. A minimal
atom distance will be calculated as Eq. (11), which tries to find the most similar
atom in the reference range [tinf−C , tsup−T ].

dmin(t, tinf−C , tsup−T ) = min
tinf−C≤tk≤tsup−T

dA(t, tk) (11)

where tinf−C is the first motion atom in current motion cluster, which is updated
when detecting a new motion cluster in process of parameter update2. tsup−T is
the last motion atom in previous motion texton, which is updated when detecting
a new motion texton in process of parameter update1. tinf−C and tsup−T are
initialized in process of first two MTs.

Then, if two successive motion atoms have large minimal atom distances as Eq.
(12), a new motion cluster is detected. We adopt two successive atoms instead
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of one atom to avoid the influence of noise. High precision and recall for motion
cluster detection are achieved as shown in Fig. 5.

dmin(t − 1, tinf−C , tsup−T ) > β and dmin(t, tinf−C , tsup−T ) > β (12)

where β is a threshold and set as 0.07 in our experiment.

5 Motion Database

From now on, the basic unit of analysis will return to frame distance as shown
in Eq. (5) since we consider the selected textons instead of the whole sequence.
In Section 4, the hierarchical motion structure is parsed from the original 3D
video sequences. Since the motion textons are similar in a motion cluster, we
only select a representative motion texton into our motion database to reduce
the redundant information. The requirement of the selected motion texton is
that it should be cyclic or it can be repeated seamlessly so that the user can
repeat such a motion texton many times in the edited sequence. Therefore, we
select the motion texton with the minimal texton distance as shown in Eq. (13).

T opt
i = argTi∈Cj

min dT (Ti) (13)



Motion Structure Parsing and Motion Editing in 3D Video 727

Fig. 7. Interface captured from the prototype of motion editing in 3D video

where Ti and Cj are the current motion texton and motion cluster. dT (Ti) is the
texton distance for the current texton, defined in Eq. (10). T opt

i is a representative
texton. Figure 6 shows an example of selected motion texton, where we can see
the motion texton is almost self-cyclic.

The recommended texton should be able to be transited smoothly from the
current texton, which should have the minimal inter-texton distance as Eq. (15).

dT (Ti1, Ti2) = min
t1∈Ti1,t2∈Ti2

df (t1, t2) (14)

T opt
i2 (Ti1) = argTi2∈Γ min dT (Ti1, Ti2) (15)

where dT (Ti1, Ti2) is the distance between the motion textons Ti1 and Ti2. t1
is a frame in motion texton Ti1 and t2 is defined similarly. T opt

i2 (Ti1) is the
recommended next texton for Ti1. Γ is the whole motion database but Ti1. Two
corresponding frames are marked as the transition frames between the textons
Ti1 and T opt

i2 . The optimization is to find a texton T opt
i2 that can be smooth

transition from Ti1. To extract the key frames for the recommended texton, we
adopt a similar method as [17], where the trade-off between rate and distortion
is achieved. In the interface, those key frames are displayed.

6 Motion Editing

After constructing the motion database, the user can edit 3D video by selecting
any motion of any object. The issue in this section is to find the transition frames
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between the current texton and next texton which the user selects. Also, a simple
interface prototype is implemented to demonstrate the motion editing system.

6.1 Interface Prototype

The interface is difficult to design because we have a large motion database and
our 3D video sequences have four dimensions to display. In this paper, a simple
interface is realized using OpenGL library. Figure 7 is captured from screen. The
current texton is played frame by frame and the key frames of recommended next
texton is displayed on top (due to the space limitation, only the first three key
frames are displayed). At the bottom, the names of current object and motion are
displayed in real time with the frame ID and frame rate. The other information is
displayed in a DOS window. The user will select the motion by an configuration
file and the keyboard. For example, the user can set the first motion in the
configure file. Also, the user can press an “R” to select the recommended next
texton or a “W” for “Walk” texton if they want. Some mouse functions are
provided to change the viewpoint of object, the scale of object, and so on. The
frame ID of transition frames are stored in a trace file.

6.2 Motion Transition

There are two kinds of transitions, namely transitions in motion texton (called
intra-transition) and between motion textons (called inter-transition). When
constructing the motion database, those selected textons are considered to have
a smooth intra-transition as mentioned in Section 5. Our requirement for inter-
transition is that the transition between two textons should be smooth and
timely. According to his/her wishes, the user may select the recommended next
texton or not. If the recommended texton is selected, the transition frames are
known by Eq. (14). Otherwise, a cost function is optimized. Smoothly means the
mesh models at transition points are as similar as possible, or the frame distance
of transition frames is as small as possible; and timely means the transition will be
as fast as possible after the user gives the commands, or the frame ID difference
between the current frame and transition frame will be as small as possible.
Therefore, the cost function is defined as Eq. (16).

cost(t0, t1, t2) = μ · ‖t1 − t0‖ + df (t1, t2) (16)
{t1, t2}opt = argt1∈Ti,t2∈Tj

min cost(t0, t1, t2) (17)

where μ is a weight to balance the two requirements (empirically set as 0.001
in our experiments), t0 is the frame ID when the user gives a command, t1 is
the transition frame ID in the current motion texton, t2 is the transition frame
ID in the next motion texton which is selected by the user, Ti is the current
motion texton, Tj is the next motion texton selected by the user, df (t1, t2) is
calculated by Eq. (5). The optimized transition frames {t1, t2}opt will depend
on the current frame t0 too, that is to say, different current frames may have
different transition frames even if the user gives the same commands.
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Fig. 8. Transitions to next motion texton, only key frames or/and transition frames
are displayed; the dash arrow denotes the intra-transition, the round dot arrow denotes
the inter-transition; the asterisk (*) beside the frame number means the key frame and
the symbol (&) means the transition frame; (a) recommended texton by Person B; (b)
non-recommended texton by Person D

Figure 8 (a) shows the experimental result where the user selected the rec-
ommended texton and Fig. 8 (b) shows the result where the user selected a
non-recommended texton. Intra-transition is shown by the dash arrow and inter-
transition is shown by round dot arrow in Fig. 8. The experiments demonstrate
the effectiveness of our system.

7 Conclusions and Future Work

In this paper, we have demonstrated an efficient framework of motion editing
to re-use 3D video, where the user can select any motion of any object in our
motion database. For this purpose, we have proposed a method to parse the
hierarchical structure in 3D video to construct the motion database. Since the
user edited 3D video on motion level instead of frame level, it was easy for the
user to synthesize a 3D video sequence. Motion transition was optimized by a
cost function to generate a smooth and timely transition. Some other information
such as a recommended texton is also provided in the interface. Although the
feature vectors are the base of our system, our algorithms are rather flexible.
They can easily be transfered to other feature vectors such as [18] and even other
media such as 2D video if only the frame distance in Eq. (5) is well defined.

Motion editing is a powerful tool to re-use 3D video. A lot of improvements can
be done in the near future. The current interface requires the user to remember
the commands to change the motion or object. So a more friendly interface is
preferable such as displaying the contents of motion database by key frames. On
the other hand, more constraints and functions are useful in some applications.
For example, the object is expected to walk at some time. In addition, motion
blending between the transitions with large distances will be helpful to edit a
smooth 3D video sequence as Kovar et al. [14] did. Another future research issue
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is the management of motion database. In a large motion database, it is better
to classify it into subsets by the motion genre or other criteria.
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Abstract. This paper presents a fragile watermarking technique to tamper proof 
(Mocap) motion capture data. The technique visualizes 3D Mocap data as a 
series of clusters of points. Watermarks are embedded using clusters of points, 
where a bit is encoded in each cluster. The four point encoding mechanism uses 
a combination of one point encoding and three point encoding schemes.  Using 
these schemes it is possible to distinguish between affine transformations, noise 
addition and reverse ordering attacks. The bits are encoded and decoded in this 
scheme using an extension of quantization index modulation. It has been shown 
that distortions are reduced to achieve imperceptibility of the watermark. The 
bit encoding schemes give the flexibility to achieve better accuracy in tamper 
detection. In addition, the paper suggests a probabilistic model, which is a 
function of the watermark size. Using this model, it has been proved that larger 
watermark sizes achieve higher accuracy in tamper detection.  

Keywords: Tamper proofing, encoding, decoding, motion, data, watermarking. 

1   Introduction 

The advent of Motion Capture systems [10] has brought in applications like animation 
(games, films & TV, education), and life sciences (biomechanical research, gait 
analysis, rehabilitation, posture, balance and motion control, sports performance). The 
above applications deal with motion analysis or reusability, and can benefit from 
having a large repository of 3D human motions. In cases, where data is tampered, its 
integrity is lost, and we incur losses in terms of accuracy, effort, time and money. 
Tampering can be avoided by a data authenticating mechanism, such as fragile 
watermarking. Fragile watermarking can be achieved by embedding a watermark 
inside a target data. Tampering is recognized whenever during an extraction process if 
sub-part of the embedded watermarks is found corrupt. A fragile watermarking 
technique for motion data poses the following challenges: 

• Distortions in meaning of data: Addition of watermarks distorts the original 
data.  This changes the meaning of the data set. The visibility of distortions due 
to change in the meaning of motion data will fail the imperceptibility criteria of 
the watermarking scheme.  

• Accuracy of detection: Data set can be attacked using motion editing operations, 
such as noise addition, reordering, and uniform affine transformations. As a result, 
the meaning of the data set at can change different locations. The watermarking 
methodology should be able identify the attack, and detect the change accurately. 
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Accuracy can be achieved by replicating the watermark at different locations in the 
data set. However, replication can induce more distortions resulting in loss of 
meaning of the data. Distortions will discourage the replication of the watermark, and 
eventually impact the accuracy of the technique. In addition, the fragile watermark 
technique needs to be storage efficient. Storage efficiency can be achieved by 
reducing the information required to verify the presence of watermark.  

This can be achieved by blind watermarking mechanism, which uses the watermark 
and key to embed and extract the watermark. To the best of our knowledge, there is not 
a single technique that can solve all the problems for 3D motion data. 

1.1   Related Work 

Fragile watermarking techniques [3, 7] can be described as spatial and transform 
domain. Transform domain operates on the frequency components of the subset of the 
data, as compared to the spatial techniques that operate on the original data. Several 
authentication based approaches using watermarks have been proposed for images [3, 
5, 7], audio [2], video [8] and 3D models [4, 6]. However, none of the approached are 
generalized enough to be applied to motion data. To the best of our knowledge there 
is no work done in this regards for fragile watermarking motion data streams. A non-
watermarking method [9], explains a scheme of extracting reference code, which is 
used to detect tampering. However, this technique requires extra storage, which 
makes the scheme not scalable. Therefore, it is eminent that we need a novel scheme 
to tamper proof motion data.  

1.2   Proposed Approach and Contributions 

The paper proposes a ‘spatial’ mechanism to blind (fragile) watermark 3D time-series 
motion data by visualizing time series data as a cluster of points. Each cluster has four 
points, and encodes a single bit. The encoding/decoding mechanism can detect and 
localize any change to the data set. The contributions of the paper are listed as follows: 

• Reduction in distortions and increase in accuracy of tamper detection: The 
technique reduces distortion by adaptively encoding, and imperceptibility of the 
watermark. It has been shown that the accuracy of detection can be designed as a 
probabilistic model, which is a function of the watermark size. Based on this 
scheme and the bit encoding scheme, it is shown to detect affine transformations, 
noise additions, and reordering with a high 99% of accuracy. 

• Extensions to a bit encoding scheme: The method uses a 4-Point encoding scheme 
to embed a bit in the four points per cluster. This is achieved by a combination of 1-
Point and 3-Point encoding schemes, which are extensions of quantization index 
modulation [2]. The usage of this encoding enables the detection of affine 
transformations, noise addition and reverse ordering attacks.  

2   Scheme Design 

Human body comprises of 19 joints (see Fig 1), and their motion can be captured 
using motion capture technology. Fig 2 shows an example motion of the hand joint 
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represented by positional data (x, y, and z) that can be represented in logical time. 
This information varies in logical time (frames or samples ordered sequentially). The 
varying joint positional information represents the 3D motion data streams. We can 
represent this 3D motion data as a time series data, which can be given in a matrix 
(see Fig 3). Mathematically this matrix (see Fig 3) can be defined as (Dm x 3) = [Di] 

T, 
1  i  m, where sample data-set Di = <X, Y, Z> and m – number of samples, 
satisfying the following properties 1) Xip � Xiq (� ‘happens before’), (p < q), and 2) 
Xip is correlated to Xiq.   

           

 Fig. 1. Human Body Joints             Fig. 2. Motion of hand joint  

 
Fig. 3. Visualization of 3D motion data as point clusters 

We propose to watermark each joint separately, since alteration to the data-set can be 
tracked on a per joint basis. Encoding inside each joint is done by visualizing it as clusters 
of 4 points.  It can be observed that Di can be represented as point (Pi) in 3D space (see Fig 
4). Since Di (s) are already totally ordered with respect to time, we can say that points Pi 
and Pj (i < j) are adjacent to each other. We can identify non-intersecting cluster of points 
whose sizes are multiples of four. Bits are embedded inside the clusters by identifying four 
points at a time. For each of the four points given, the same bit is encoded using two set 
approach, where in fist set we have one point, and the other set the remaining three points. 
One point and three point encoding is done using an extension of quantization index 
modulation [2]. The following sections describe the technique in detail. 
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2.1   Custer Based Encoding 

Each cluster is of size 4k points or samples (where kmin = 1), and can encode ‘k’ bits. 
For simplicity we assume cluster size = 4. These bits are encoded in the sequence (or 
order) in which the points occur. For example, to encode each bit we use four points 
{Pi, Pi+1, Pi+2, Pi+3}, where first point subset {Pi,} is taken for 1-Point encoding, and 
the subset is used for {Pi+1, Pi+2, Pi+3} 3-Point encoding. We can visualize this 
situation in Fig 4, where points {P1, P2, P3, P4}, represented as vectors are shown. 
The following explanation is used to abstract the idea of encoding for 3-Point and  
1-Point. 

3-Point Encoding: It can be observed that uniform affine transformation preserves 
proportions of lines. The lines can be described as scalar quantities q1 and q2, and the 
ratio (q1/q2) must be invariant to affine transformations. The scalar q1 and q2 can be 
realized using three points represented as two vectors, as shown in Fig 5. When we 
consider three points (P2, P3 and P4), we have can have two vectors such that one 
point is common among these vectors. The magnitudes of these vectors give us two 
scalars (Euclidian distances between the points) whose ratio stays invariant to affine 
transformations.  

                                 B (q1, q2) = bit, where bit = {0, 1}.                                        (1) 

In order to encode the bit information inside a data set, we use the function ‘B (q1, 
q2)’ whose inputs are the two scalar quantities. A bit can be encoded by observing the 
output of the equation (1). In case, a required bit condition is not met, as shown in Fig 
5), where the expected bit = 1. To handle this case, we substitute the point P3 by 
another point to encode the expected bit, resulting in change in scalar quantity |P2P3|.  

Handling Pathological Cases: There can be cases where points in the data set have 
same values i.e. points Pi  and Pj belong to the same cluster and have equal values. 
For such cases, we have to choose among these points for encoding, which may result 
in contention. This situation can be avoided either by excluding these points from the 
encoding process or by perturbing them to achieve an encoding.   

A single point P1 in 3D space can be visualized as a vector (see Fig 4) which 
results in only one scalar – magnitude (in Fig 4, q = |P1|), which is variant to affine 
transformation. 

1-Point Encoding: In this encoding scheme a bit is encoded inside a single point by 
subjecting values x, y and z to be perturbed in order to encode ‘1’ or ‘0’.  

 
                                     Bit (q) = b, b = {0, 1}.                                                       (2) 

 
A bit can be encoded by observing the output of the equation (2). In case a required 

bit condition is not met, as shown in Fig 5, where the expected bit = 1. To handle such 
a case, we substitute the point P1 by another point to encode the expected bit, 
resulting in change in scalar quantity |P1|.  

The functions represented in equations (1 and 2) can be implemented using a bit 
encoding scheme, which uses quantization index modulation (QIM) [2]. QIM has also 
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        Fig. 4. Vector representations of points               Fig. 5. Encoding Strategies 

 

Fig. 6. Logical representation of bit encoding applied to points Pi, Pj, and Pk 

been customized to watermark 3D Models for tamper proofing [7, and 9]. The 
customization of QIM in our case is explained as follows: 

Bit Encoding Scheme. As shown in Fig 6, we take two points (Pi and Pk), the 
Euclidian distance ‘C’ between them stays invariant. However, the distance ‘a’ 
between Pi and Pj is variant, and changes due to encoding as explained below. 

The scalar ‘C’ can be divided into ‘p’ number of equal intervals, where pmin = 2. 
The interval set of 0(s) is identified by S0 and 1(s) by S1, (Si: i ∈{0, 1}). Let Pos (Pj): 
position of Pj on side ‘C’. The bit ‘i’ can be determined based on the position of Pj on 
side ‘C’ using the following rules: 

• Pos (Pj)∈  Si: No modifications required 
• Pos (Pj) ∉Si: Pos (Pj) has to be shifted to a Pos (Pj’) so that Pos (Pj’) ∈  Si 

As observed in Fig 8 (a&b), which is a case, where the bit to encode is ‘1’, but Pj 
lies on an interval where the corresponding bit is ‘0’. As a consequence, we need to 
shift the position of Pj, which results in change of the scalar |Pi Pj | from (a to a’).  

The above explanation assumes scalars as length of vectors represented in Fig 5, 
and can be customized for 1-Point and 3-Point encoding as shown below: 

Customization for 1-Point Encoding: We can visualize Pi as the ‘origin’ in Fig 6, 
and Pk as an assumed point for which scalar ‘C’ is fixed. Point P1 is equivalent to 
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point Pj, and its scalar representation is ‘a’. The function Bit (q) is implemented by 
assuming (q = a) and the bit information is determined by Pos (Pj).  

Customization for 3-Point Encoding: We can visualize Pi as the P2 in Fig 6, and Pk 
as P4. The function Bit (q1, q2) is implemented by assuming have ‘q1 = C’ and ‘q2 = 
a’, and Pos (Pj) determines the output of the function.   

In both the cases, change in Pj (P1 for 1-Point and P3 for 3-Point, see Fig. 5) is 
determined by the function Pos (Pj). For 3-Point technique, we observe that the ratio 
q1 = |Pi Pj|, and q2 = |Pi Pj|, which implies that once the bit is encoded it is invariant to 
affine transformation, since (q1/q2) is invariant. The intervals on the scalar ‘C’ have 
significance in making the technique sensitive to tampering, and imperceptibility of 
the watermark. 

The following ideas are important in customizing the scheme to data sets, in order 
to control distortions and accuracy of tamper detection. 

Controlling Distortions. Smaller interval size implies that Pj has to be displaced by a 
smaller amount during the bit encoding process. This will reduce the distortion during 
embedding process, which would make the watermark more imperceptible. During 
encoding, we need to choose an interval size, and number of such intervals to define 
the scale along which a single point is encoded. The size of the scale is given by the 
equation (3).  

                     Scale = Interval Size * Number of intervals.                                     (3) 
 

For 3-Point encoding the scale is determined by an invariant side |PiPk|, and the 
interval size can be determined from equation (3), by dividing the scale by the number 
of intervals. In case of 1-Point encoding, we derive the scale based on the choice of 
interval size and number of intervals, and this choice is explained as follows: 

Interval Size Selection: In cases, where the interval size is greater than scalar 
quantities related to points, the points would be in the first interval only, and would 
have a bit ‘0’ (see Fig 6). Since bits can be either ‘0’ or ‘1’, in cases ‘1’ is required to 
be encoded, distortion will become more probable. Therefore, in order to avoid such a 
situation, the size (see equation (4)) should be less than or equal to the minimum size 
of a scalar quantity of all the points being encoded. 

 
                                       Interval Size  Min (|Qi|), Qi ∈  Data Set.                               (4) 

 
Number of Intervals Selection: In cases, where scalar quantities related to points 

are greater than the scale, the bit related to them is always the same. Since bits can be 
either ‘0’ or ‘1’, in cases ‘1’ is required to be encoded, distortion will become more 
probable. Therefore, in order to avoid such a situation, the size of the scale should be 
greater than the largest size of the scalar quantities. To guarantee the same, the 
number of intervals can be determined by equation (5).  

     Number of intervals >
zeIntervalSi

QiMax |)(|
, Qi ∈  Data Set.                             (5) 

Since we are encoding, the maximum or minimum scalar quantities, as given in 
equations (4) and (5) might change.  As a result, decoding might give us different bits, 
resulting in erroneous condition. To avoid this situation, for equation (5), number of 
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intervals is infinitely large, implying that the scale is be infinity (a very large number for 
practical usage). The interval size in equation (4) can be based on a point, where 
encoding is not enforced. To guarantee that any other point during encoding does not 
substitute this point, we always increment the scalar quantities for encoding. Also, if 
there are several similar points that are fit for interval size criteria, we take only the first 
occurrence. The choice of this point has the added advantage of tamper detection. Since 
in cases, where this point is perturbed, the interval size is changed, resulting in flipping 
of encoded bits for other points. This fact will act as a discouraging factor for the 
adversary to change this point. The above factors will help tailor the encoding scheme to 
adapt to the data set given, and would be beneficial in reducing the distortions.  

Accuracy in Tamper Detection. Any slight displacement to point Pj (see Fig 6) to 
another interval might toggle the bit encoded. In cases where interval size is large, the 
probability is less since a larger displacement is required to change the bit. This could 
result in false negatives, and can be avoided by reducing the size of intervals. 
Therefore, smaller interval lengths can test any changes to the bit encoded in 1-Point 
or 3-Point scheme. However, in cases where intervals are smaller, any change 
resulting from tampering may cause the point Pj to be shifted into an interval which 
has the same bit. As a result, we cannot detect tampering which leads to false 
negatives. Such effects are more probable if the interval size is reduced, since the 
probability of presence in ‘n’ intervals is ‘1/n’ which decreases as ‘n’ increases.  

Watermark Size Based Probabilistic Model: In cases where all the bits do not 
change, a watermark of size ‘WSize’ can be detected. The probability of detection can 
be expressed as ‘pWSize’, where ‘p’ is the probability that bit has not been flipped. The 
probability of failure to detect a watermark (Pf) can be expressed as equation (6). 

 

Pf = 1 - pWSize                                                        (6) 
 

Since (p < 1), from equation (6), it can be inferred that the probability of failure is 
least when watermark size is equal to ‘1’. In addition, we also observed that by 
increasing the size of the watermark size, we increase the likelihood to detect a 
watermark. This is a positive sign for tamper detection, since loss of watermark 
implies tampering, and this can be concluded with a high probability. Once it is 
confirmed the watermark has been tampered, we can localize the search to the bit that 
has changed. As shown above, the change in bit information depends on the false 
negatives during an attack, since the shift in point location could result in the same 
bit. It can be concluded from the above discussion that although the false negatives 
might be present due the small sized intervals, we can increase our chances of tamper 
detection by choosing a watermark of sufficient size. We can also conclude that larger 
the number of scalar quantities used to encode a bit, more accurate is the detection, 
as\number of scalar quantity is equal to watermark size. 

3   Decoding and Verification  

The decoding process is similar to encoding process. Verification is done by identification 
change in the bit information. A change in the bit information (1-Point or 3-Point 
encoding) is reflected as a compliment of the bit.  This helps in identifying the location of 
the attack. In order to identify the attacks, the following rules can be followed: 
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Affine attack rule: An affine attack is identified by a change in the 1-Point bit, and 
no change in the 3-Point bit. This is because the 3-Point encoding is robust to affine 
transformation, as compared to 1-Point encoding. 

Noise addition rule: These attacks can be identified by change in both 1-Point and 
3-Point encoding scheme.  

Reversing order attack rule: In this case the order of occurrence of points is 
reversed in logical time. This can be identified by detecting information in the reverse 
time. In addition, it will change the bit information for 1-Point and 3-Point encoding 
as well. 

Combined attack rule: The above mentioned attacks can be launched at the same 
time, resulting in all indications. 

4   Experiments and Results 

The watermarking scheme has been implemented in Matlab 7.0.4, and applied to data 
samples that were collected from University of Texas at Dallas - Motion Capture lab 
(Vicon [10]). The experiments were done on a motion matrix, which is a dance 
sequence with (4286 frames captured at 120 frames/sec for 19 joints = 81434 points 
or samples). The model is justified for performance analysis, since it consists of joints 
moving in varying directions at different time intervals, thus giving diversity in 
motion data. Other motion data such as karate actions, exercise, and walk are used to 
analyze accuracy and distortions. The experiments in this section increase the interval 
size or increase the number of intervals. Both operations imply the same purpose. The 
performance is measured according to the following metrics: 

Signal to Noise Ratio (SNR) can measure the distortion produced. Higher the 
distortion less imperceptible is the watermark. SNR for 3D motion data is calculated 
in equation (7)  
 

SNR (M, M’) = 20 Log10 
)'(

)(

MMRMS

MRMS

−
 (RMS ~ root mean square)        (7) 

Detection Rate (DR) can be a measure of the accuracy with which tampering is 
detected. It is defined as the ratio of number of error detected to the total number of 
possible errors.  DR is primarily equivalent to the probability of failure (Pf), as given 
in equation (6), as it measures the failure to detect the watermark.  

4.1   Performance Analysis 

The following subsections give a performance analysis of the scheme for different 
parameters of the scheme. 

Distortion Analysis. It can be observed from Table 1 that for different motion types 
we have distortion > 100 dB. In order to analyze distortion for 1-Point and 3-Point 
encoding, we analyze them separately as follows: 

1-Point Encoding: The data being subject to watermark varies in the range [1 900]. 
An attempt to encode a watermark inside it sees a distortion maximized (see Sub-
section 2.1) when interval size is ‘>’ 900. This can be observed in Fig 7, where the 
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interval size = 1000 has maximum distortion. By increasing the interval size the 
distortion decreases.  
3-Point Encoding: As observed in Sub-section 2.1 reduction in interval length results 
in reduction in distortion (see Fig 7), and it becomes consistent for the range (74 to 75 
dB), after the number of intervals is increased ‘>’ 5.  

 

Fig. 7. Impact of interval Size on distortions due to 1-Point & 3-Point encoding 

       1dB Noise Attack              Affine Attack 

 

Fig. 8. Detection rate Vs Number of intervals for varying watermark size (WSize) 

Table 1. Analysis of Sample Motion files Encoding, Watermark Size = 5 

Motion Type # Samples SNR (dB) 1dB Noise  (DR) 
Dance 19000 86.002 0.99 
Walk 17594 112.1351 0.99352 

Karate 1 10928 103.3759 0.99631 
Karate 2 11039 112.2567 0.99828 
Exercise 19000 104.4280 1 

Accuracy Analysis for Encoding. Affine transformation and noise addition attacks 
are uniformly carried out on the data set. It can be observed from Table 1 that for 
different motion types, the scheme gives high detection rate. This Sub-section also 
proves the claims presented in Sub-section 2.1, which show that larger sized 
watermark help increase the accuracy of tamper detection. Also detection ability 
increases by reduction in interval size, which can be done by increasing the number of 
intervals. Fig 8 show the results for tampering based on noise, and affine 
transformation. The general trend in both the graphs shows us that increase in 
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watermark size increases the accuracy (high value of detection rate) of tamper 
detection. Reverse ordering attacks were detected with 100 % accuracy. 

5   Conclusion  

The paper suggests a tamper proofing methodology for 3D motion data by visualizing 
3D data as clusters of 3D points. Watermarks are encoded using extensions of 
quantization index modulation by applying 1-Point and 3-Point encoding per cluster. 
Using this scheme it is possible to detect affine, noise addition and reverse ordering 
attacks. The technique achieves imperceptibility of watermarks with reduction in 
distortions (SNR > 70 dB). A probabilistic model for detection of watermark shows 
that larger sized watermarks achieves accuracy > 90 %.  Also, the encoding scheme 
parameters can be varied to improve the accuracy of tamper detection. 
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Abstract. We present a sophisticated approach for handling and processing 
presentations and multimedia content in the classroom. The main contribution 
of our work is the way we technically control and display our models for 
multimedia based presentations: In contrast to existing approaches we avoid 
converting the file-based representation to a home-brew format which seems to 
be the easiest way for the processing and appliance of own features. Instead, we 
present the benefit of our layered solution that creates a model-based 
representation of any popular slide-based presentation format like PowerPoint 
and PDF and uses the original presentation systems that run in parallel to our 
own application, the universal presentation controller. Therefore, we can keep 
all hot features like integrated audios or videos, animations and slide transitions, 
notes and even native inking of the original presentation systems, but are also 
able to add our own extensions in general. We can communicate with other 
applications and offer them access to our model and core functionality. The 
models can be modified and extended online, which for example allows the 
integration of snapshots taken from a webcam. 

Keywords: multimedia representation, processing, compatibility, framework. 

1   Introduction 

Nowadays, lecturers often use multimedia-based presentations at universities or high 
schools to mediate content. For authoring, presentation and distribution of them, they 
often use several software tools. Working with different tools requires most of the 
time the conversion of the underlying file-based representation of such presentations. 

To give you an example, we present the following simplified1 but still typical 
workflow: authoring � categorization and archiving by the use of a learning 
management system � conversion and integration into an ink-aware presentation-
system � augmented presentation � storage and distribution. We are especially 
interested in the chain link that deals with the conversion and integration of 
presentations. Such a conversion step is often performed by systems that rely on their 
own data and file format, which is usually restricted but much easier to handle. 
Another disadvantage is that the same content exists in two different formats resp. 
files, so that modifications cause the overhead of synchronization. In addition, it’s 

                                                           
1 We completely skipped stages like knowledge production and transfer. 
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likely that converters produce a very restricted result. Due to complexity of 
presentation formats, features like animation in PowerPoint-slides [1] are often gone. 

In our opinion, this kind of conversion is a final step that doesn’t sufficiently meet 
today’s requirements and motivated us to develop a different approach. To obtain our 
design-goals we identified and analyzed requirements of categories like usability and 
interoperability under the view of users of different presentation systems who use 
such systems either isolated or in combination with more complex e-learning 
processing systems. 

We present those major design-goals in the following chapter, while the remainder 
of this paper is organized as follows: Since chapter 3 about the implementation 
describes how we successfully transformed our design-issues into a sample 
realization, selected scenarios for the usage of our application will be presented in 
chapter 4 that also deals with the evaluation of our contributions. We complete our 
publication by a chapter that highlights our research results and contributions and the 
last chapter that presents related research topics for the future. 

2   Design 

E-learning systems are more and more used during lectures or even conferences: In 
such scenarios, the presentation system is often used in combination with recording 
subsystems that capture slides and videos of the speaker. But common systems like 
Microsoft’s Windows Journal [2], UW Classroom Presenter [3], Lectern II [4] or 
methods like Authoring on the Fly [5] require a dedicated preprocessing step to 
convert content into their native, internal representation of a slide-set. We discuss two 
of the most popular conversion-approaches that are based on virtual printer 
redirection and dedicated tools for conversion, their limitations and impact on our 
main design goals and concept in the following sections. 

For the presentation of the first approach, we refer to Adobe Systems professional 
version of Acrobat [6] that – in contrast to the freely available viewer – consists of a 
virtual printer driver that can be used to convert every print-inquiry into a file-dump 
in the portable document format (PDF) instead of a real paper-based print. E-learning 
and ink-aware systems like Lectern II or Microsoft’s Windows Journal use the same 
technique to create file-based representations of presentations in their desired and 
most often home-brew format. E.g. in case of Lectern II a modified enhanced-meta-
file-printer is used. The benefits are obvious; the desired preprocessing step can be 
easily performed by non-experts and covers all printable contents that would have 
been printed on different sheets of paper. The disadvantages based on conceptual 
ignorance of the original file-format are similar to that of printed versions; like on a 
printed sheet of paper, many features can’t be taken over and are lost – think about all 
dynamic contents like videos, animations or sound at all. 

Another approach attempts to pay more attention to the individuality of the original 
formats: Dedicated conversion tools – either stand-alone applications or add-ins for 
parent host-applications – have been implemented to support conversion of selected 
formats and therefore are possibly able to reach a higher degree of functional support. 
Certainly, such conversion tools support only the formats respectively applications for 
which they have been implemented. In general the most common representation of 
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slide-based presentations relies on a set of images that is no longer compatible with 
the original authoring software. In case of Classroom Presenter the result is a file in 
the so-called csd-format (stands for conferencing slide deck) that looses all 
animations and notes of the original PowerPoint-presentation. 

 

Fig. 1. Presentation and slide-model 

Especially at conferences the desired preprocessing step concerning slides is not 
the only disadvantage; we observed that speakers feel more comfortable with a 
presentation environment they are used to. Nowadays, the different subsystems for 
presenting and controlling of slide-sets are muddled and demand training of those 
users. That’s why a clearer conceptual separation is another design-goal for us. 

We expect profits like reusability and single training for users by a decoupled 
architecture and separation for the controlling and presentation subsystems. In our 
opinion this architecture should also support multiple-monitor systems. The 
underlying technical constraints are widely fulfilled, since actual hardware like 
notebooks or graphic cards are aware of at least two independent output-devices. 
Based on outputs containing different signals, already existing approaches use this 
possibility to display an enhanced version of the currently presented slide that can be 
augmented by digital ink and several tools, but also allows navigation in the whole 
slide-set. Here, the main idea is to hide those graphical interfaces from the audience. 

Because of the presented disadvantages and given limitations we feel that existing 
approaches are not satisfying and summarize our main design-goals in the following 
list, before we present the details about the implementation that follows these goals: 

(a) Minimize loss of functionality during the conversion to increase compatibility 
with native (re-)presentation 

(b) Higher interoperability with other systems, e.g., used to synchronize and 
coordinate cooperative processing 

(c) Support multiple-monitor systems besides usage via a single display 
(d) Intuitive controlling of slide-sets and navigation in them 

Meta-information 
• title, format, 

#slides, … 

Sync-information 
• begin, end 
… 

Background-
color 

Image Sync-
information 
• begin, end 
• … 

Content 
• data, begin, 

end 
• … 

Annotations 
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3   Realization 

According to our overall design goals, we developed the following solution: In 
contrast to common approaches, we avoid a dedicated preprocessing step for the 
conversion of the content; instead we keep the presentation in its source-format all the 
time. Referring to item (a) – alphabetic references point to chapter 2 – we reach a 
much higher degree of available functionality, because for each supported 
presentation-format, we use the corresponding and original presentation software. 

 

universal presentation controller 
abstract presentation-model 
native presentation-model la

ye
rs

 

native presentation-system  

Fig. 2. Vertical view of layered architecture 

We decided to wrap this native presentation layer that communicates with the 
different presentation or authoring systems by a layer that is able to uniformly 
interact, communicate and exchange content with other subsystems. For this uniform 
handling we had to develop a representation for all kind of presentation-formats we 
want to support (cf. figure 1). For clarity, we highlight our core steps of realization: 
We avoid converting content to a new destination format, use the corresponding 
native presentation-system for handling of each format (e.g. for PPT-files we use 
Microsoft PowerPoint) and provide a “wrapping layer” for all formats that uniformly 
interacts through common interfaces and protocols with any other subsystem and 
enables us to implement core features of our presentation controller only once. 

Our architecture contains four layers. We decided to present them in separate 
subsections and in top-down order, which mainly reflects our procedure of design and 
implementation. For ease of understanding, we give you the following simple 
example that dives through all layers displayed in figure 2: The user currently focuses 
the thumbnail of a slide he wants to present. By clicking this thumbnail, the top-most 
layer calls the method seekToSlide(x) in the layer abstract presentation model. The 
presentation model itself is just a calling convention and its implementation is hidden 
in the native layer below which knows how to perform the requested operation in the 
native presentation system. In our example, the initial click of the user will finally call 
the method GotoSlide(x) in PowerPoint’s API. 

3.1   Universal Presentation Controller (UPC) 

The common interfaces that assure high interoperability with other applications also 
meet and simplify our presented design goal (d). Related processing systems had to 
implement their specific presentation-controller over and over, because of their 
internal presentation-format. In contrast, our application provides a user-interface that 
can be used in combination with every format and many other processing systems. 

Figure 3 shows a snapshot of UPC: The toolbar offers functions to load a 
presentation or to toggle communication with other systems. The information shown 

seekToSlide(x) 

GotoSlide(x) 

click on thumbnail 
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below the slides are selected information of our presentation- and slide-models like 
the slide-id, the amount of animation-steps per slide and the comments of the 
presented slides. We redesigned the part of a user-interface we presented in a different 
context [7] and improved our handling of preview and presentation via thumbnails 
and controls to be more intuitive. Instead of separate preview and control-panels we 
decided to imitate a common filmstrip that has following two functions: initially the 
center image contains the currently presented and highlighted slide, while images to 
the left may have been just presented before or images to the right show upcoming 
slides and allow a smoother transition to them. The second functionality can be 
activated by the scrollbar below the images that allows scrolling through (and 
therefore previewing of) the whole slide-set without change of the currently presented 
and still highlighted slide. To seek to one of the previewed slides, users can easily 
click on the thumbnail and present the corresponding slide. If necessary – mainly for 
slides that contain dynamic content and several animation steps – an instantly created 
copy of the content that is shown to the auditorium can be displayed in addition to the 
thumbnails on the screen of the speaker; see figure 4 that shows a speaker using UPC. 

3.2   Abstract Presentation-Model 

The model of a presentation (see sample 1) serves as a uniform online-representation 
of any original presentation format and holds references to the models of the 

 

 

Fig. 3. A snapshot of UPC’s user-interface. A PowerPoint-presentation has been loaded and is 
currently presented. We placed out toolbar on top of the interface, while a status-strip resides at 
the bottom. The remaining interface contains the following three panels: a filmstrip view that 
consists of slide-thumbnails, selected information of our presentation-model and slide-notes. 
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corresponding slides (see line 7). We developed an abstract model to provide uniform 
access to content and (!) features like navigation or synchronization that will be 
implemented in any derived model (refer to figure 1 and 2). Our abstract model – and 
therefore all derived implementations – contains descriptive information about the 
corresponding presentation like the underlying (original) format, the title and total 
amount of slides. Since PowerPoint animations are widely used by speakers to 
develop slides during their talk, we designed slide-models that can represent 
animations. Such models contain information like the title, a graphical representation 
(e.g. for thumbnails or previews), the amount of animation-steps and notes of slides. 

Again, it is very important that we use this model as a representation for individual, 
native interaction with the original software (presentation- or authoring-systems), but 
global, uniform communication – to meet design goal (b) – with processing-systems 
like the ink-aware ones that we presented in [7] and [8]. 

3.3   Native Presentation-Model 

This layer includes the fully functional derivations for each supported presentation 
format of our well-designed, but still abstract presentation-model and acts like a 
mediator between the abstraction layer and the native presentation systems. It 
essentially contains the native bindings to the original presentation-systems. The 
layering between one abstract and many native presentation models opens our 
architecture to be easily extended by pluggable components that contribute their 
support for other presentation-formats. 

The abstract class PresentationModel has been simplified for illustration purpose 
and already contains some bundled portions of interfaces (descriptive, loadable and 
displayable). The interfaces listed in table 1 can be implemented in this layer to 
extend the representation and functionality of the core presentation model. 

For example, the extensible interface forces the developer to implement a method 
insertSlideAtCurrentPosition that has to create a slide-model that will be added to the 
whole set of slides. Our implementation for PowerPoint is quite powerful: Instead of a 

Sample 1.  Model description for the presentation and slide: 

01 public class PresentationModel 
02 { 
03   public string title; 
04   public int firstSlideId, lastSlideId; 
05   public int currentSelectedSlideId;           //previewed slide 
06   public int currentDisplayedSlideId;          //projected slide 
07   public SlideModel [] sm; 
08   public virtual void seekToSlideAndAnimationStep(int sid, int aid); 
09 } 

01 public class SlideModel 
02 { 
03   public string title; 
04   public int firstAnimationId, lastAnimationId; 
05   public int currentAnimationId; 
06   public System.Drawing.Image img;             // e.g. for thumbnails 
07   public String [] Notes;                      // notes of the slide 
08 } 
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simple, blank slide we obtain a slide from PowerPoint’s slide-master that contains our 
logo, header and footer plus the correct slide-number, because all following slide-
models will be updated automatically. The implementation of latter interface is 
absolutely essential for the Webcam-model which usually starts with zero slides from 
scratch; the Webcam-implementation has to call the method 
insertSlideAtCurrentPosition after each snapshot.  

Table 1. Interfaces that define the core presentation model and enable its extension 
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PowerPoint         
Image sets         
Portable documents         
WebCam         

3.4   Native Presentation-System 

This layer is optional for our own format, because the implementation can be included 
in the layer above or reside in the same application domain. But for other formats, this 
layer contains the referenced and corresponding (third-party) presentation-software 
that kindly gives us access to its controlling and presentation functionality. 

In case of PowerPoint we need to use the professional version, because the freely 
available viewer does not contain the API and has other limitations. Referring to 

Sample 2. PowerPoint specific realization of method “seekToSlideAndAnimationStep”: 

01 public override void seekToSlideAndAnimationStep(int sid, int aid) 
02 { 
03   GGT.Communication.Communicate(); 
04   SlideModel sm= getSlideModel(currentDisplayedSlideId); 
05 
06   if(currentDisplayedSlideId == sid) 
07   { 
08     switch(aid-sm.currentAnimationId) 
09     { 
10       case -1: pptPres.SlideShowWindow.View.Previous(); break; 
11       case 0: /* no operation */ break; 
12       case +1: pptPres.SlideShowWindow.View.Next(); break; 
13     } 
14     sm.currentAnimationId = aid; 
15   } 
16   else 
17   { 
18     sm.currentAnimationId = sm.firstAnimationId; 
19     pptPres.SlideShowWindow.View.GotoSlide(sid+1, 
         Microsoft.Office.Core.MsoTriState.msoTrue); 
20     currentDisplayedSlideId = sid; 
21   } 
22 } 
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sample 2, we use PowerPoint’s API at lines 10, 12 and 19 to navigate to the target 
position in the whole slide-set. If the evaluation in line 6 becomes true, the current 
slide remains, but a different animation-step has to be shown. The following call of 
block 7-15 forwards the task of changing the animation step within the current slide to 
PowerPoint-APIs commands Previous and Next in lines 10 and 12. These are 
basically the same calls that are performed when a human manually presses the left or 
right cursor key. If the slide has to be changed, block 17-21 will be executed. The call 
of the method GotoSlide in line 19 forces PowerPoint to seek to a specific slide, while 
the remaining instructions in lines 18 and 20 are necessary to keep our presentation 
model in sync with the native one. 

Our solution for PDF-files is almost the same; we also use the professional version 
of Acrobat that contains the SDK and provides similar methods. The next application 
we are looking forward to support is Impress and its presentation by using the UNO 
Development Kit [10]. 

4   Evaluation 

UPC is highly interoperable and can be used in several isolated scenarios or in 
combination with many other processing systems. 

For evaluation purpose we present the following list of selected use-cases: 

(i) isolated and independent usage, either on single or multiple-monitor systems 
(ii) usage as a converter, transforming one presentation format into another 
(iii) combined usage of multiple presentation-models and real-time integration 
(iv) combined usage with (foreign) processing systems 
 
We developed an application that can be used to present presentations in different 

formats via a single user-interface, while its global configuration is still easy: Settings 
like the destination screen for presentations can be set independently of the format, so 
that all presentations (PPT, PDF, etc) appear on this screen (i). Because we use the 
native presentation system to control and present the corresponding format, e.g. 
PowerPoint-presentations can be presented including animations or even fully 
dynamic and continuous content like sound or videos with no restrictions. 

It is very important to notice that our solution implicitly covers all conversion-
approaches of related work we presented in chapter two (ii), though not focused here. 

To demonstrate our far-reaching capabilities in the third case, we composed a 
scenario we named the virtual overhead-projector: The lecturer uses digital instead of 
overhead-slides. While this is our first model, e.g., to represent a PDF-presentation, the 
second one represents a webcam that still offers the functionality of a real overhead-
projector but is able to display even three-dimensional objects, while captures are 
integrated into the targeting first model that enables uniform digital annotation. 

Regarding the combined usage with processing systems for augmentation and/or 
recording like InkPresenter or DLH-Presenter, we already presented results of several 
semesters’ experiences in [7] and [8]. But also approaches that appear controversial to 
case (iv) can benefit from our communication infrastructure. For (pure) screen 
recording systems we deliver valuable synchronization information that are useful 
navigational indices and minimize post-processing efforts like discussed in [9]. 
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A prior version of UPC was widely used by lecturers in a total of 14 lectures 
(scheduled weekly) and two block courses of several days duration each. In addition, 
a considerable number of national and international conferences and fairs were 
successfully supported by the controller. In this summer we created evaluation forms 
for all lecturers and received nine forms. “Which presentation formats should be 
available by the presentation controller besides PowerPoint?” was a question that was 
answered as follows: PDF (47%), Impress (27%), Image sets (13%), others (13%) and 
“no more” (0%). We decided not to put PDF that is already supported into the 
question, because we wanted to determine if this format is really requested. Nearly 
half of all lecturers requested PDF. The amount of requests for Impress was higher 
than for image based presentations which is interesting, because in a former 
evaluation Impress was only requested by two persons. 

Requirements that have been reported to the prior version of UPC were integrated 
into the current version presented in figure 3 and 4. Some users reported that they feel 
irritated about a scrollable panel that contains the whole slide-set and two more panels 
representing the currently presented and upcoming slide. First, we expected that we 
“clearly” indicated these modes by titled borders and that their separation was the best 
choice, but current observations regarding the newly ordered film-strip-design, which 
still includes both modes, shows that this solution is definitely much easier to use. 
The correspondence to a common camera containing a filmstrip, where the image that 
is currently in front of an optic is projected, seems to be more intuitive. 

5   Summary of Contributions 

We presented requirements in the context of integration and presentation of individual 
content that we identified by observations, requirements analysis and discussions with 
users. Based on those discoveries we built an application that deals with given 
limitations and wishes. Since it is widely used, it was possible to refine it heavily in a 
couple of iterations and to meet user’s requirements very well. 

Our application can be installed straightforwardly and requires no configuration to 
work with PowerPoint and Acrobat Professional. It is robust and easy to use – usually 
an introductory instruction of less than 5 minutes is sufficient. Hence, our users can 

 

Fig. 4. UPC in the classroom. The lecturer turned around to show the convertible he uses in 
portrait mode. While he placed UPC in the lower portion of the display, the upper one 
continuously mirrors the content that is projected by PowerPoint to the students and forwards 
all stylus-inputs to PowerPoint, which enables him to use its native ink-mechanism. 
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use a single application to present their content in the following formats: Microsoft 
PowerPoint, Adobe PDF, image-sets, home-brew-formats and experimentally static 
and dynamic captures from cams. 

Introducing a clear description and representation for presentations enabled us to 
concentrate on the fundamental technical interactions with native presentation 
systems; we developed global infrastructure only once for all formats and therefore 
minimized complexity besides costs of our universal solution. We presented detailed 
results of our conceptual contributions by a mature application that is aware of a new 
stage in the processing chain that has been unfortunately disregarded by related work. 
Our contribution is able to change the traditional awareness and workflow of 
multimedia based presentations, because of its uniformity and online capability. 

6   Outlook 

Based on our concept and solution, further research may focus on following topics: 
Multiple instances of same and different presentation models and cross-operations, 
individual processing capabilities including annotations and their specific storage, the 
integration and recording of continuous media from different sources and altogether 
the impact on the extension of the presentation- and slide-models. 
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Abstract. Most computer vision applications often require reliable 
segmentation of objects when they are mixed with corrupted text images. In the 
presence of noise, graffiti, streaks, shadows and cracks, this problem is 
particularly challenging. We propose a tensor voting framework in 3D for the 
analysis of candidate features. The problem has been formulated as an inference 
of hue and intensity layers from a noisy and possibly sparse point set in 3D. 
Accurate region layers are extracted based on the smoothness of color features 
by generating candidate features with outlier rejection and text segmentation. 
The proposed method is non-iterative and consistently handles both text data 
and background without using any prior information on the color space. 

Keywords: Tensor voting, Text Segmentation, Scene Analysis, Mean-Shift, 
Color Space. 

1   Introduction 

Text information in a natural scene is quite useful since it can convey very important 
meanings even though it is simple. Recently, we easily accumulate natural scene 
images by PDA (personal digital assistant), mobile phone, robot vision systems and 
equipped with digital camera or vision systems. It is natural that the demand for 
automatic detection and recognition of the text region on these images has been 
increased. Detecting a text region generally consists of various process steps; 
selection of color feature, segmentation method, noise filtering, text region extraction, 
text recognition, and so on. These issues have been mentioned through various 
researches. Divers approaches for common image segmentation have been 
investigated for a long time. Some segmentation algorithms only deal with gray scale 
images [1]. Other algorithms perform segmentation of color images in the RGB color 
space [2]. The segmentation is sensitive to illumination, so results are somewhat poor. 
Image segmentation in the HIS color space, proposed by C. Zhang and P. Wang, 
produces better results [3]. HIS space is therefore preferred in natural scenes to the 
RGB representation due to robustness to illumination changes. 

In general, natural scenes have diverse objects and, among them, characters are 
important objects since they convey important meanings for image understanding. 
The fact has inspired many efforts on text recognition in static images, as well as 
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video sequences [4]. In [5], Jie Yang et al. develop a machine translation system 
which automatically detects and recognizes texts in natural scenes. In [6], Qixiang Ye 
et al. use Gaussian mixture models in 
HIS color space with spatial 
connectivity information to segment 
characters from a complex 
background. And then, prototype 
systems for sign translation have been 
developed for handheld device and for 
personal computers [7],[8]. However, 
they do not explicitly take into account 
the fact that characters in natural 
scenes can be severely corrupted text 
by noise. In such cases, characters may 
not be segmented as separate objects 
due to the corruption of strokes which 
may cause errors when used as input in 
optical character recognition (OCR), 
as mentioned in the future work in [9]. In this paper, we propose to use the tensor 
voting framework for detection and removal of noise. Tensor voting was proposed by 
Medioni et al. in [10], and has been applied to diverse fields such as the inference of 
object boundaries [11]: as a consequence, its use can explain the presence of noise 
based on surface saliency in the image feature space. This noise can be then removed 
by a densification method in 3D. The improved image is then segmented by clustering 
characters. Clustering requires parameters such as the number or centroid of modes 
[12] which are generally not known a priori. We use mean shift-based density 
estimation for automatic mode detection and use these modes as seed values for K-
means clustering of characters. Characters are finally segmented as respective objects. 

2   Generating Candidate Color Features 

This section details a decision function for classifying a pixel as chromatic or 
achromatic so that the appropriate feature is used in segmentation. In [13], S. Sural 
used the saturation value to determine the relative dominance of hue and intensity. 
Thresholding on saturation, however, is not illumination invariant. When a chromatic 
region is illuminated brightly, the saturation value is likely to be low compared to the 
same chromatic region with lower illumination. The low saturation incorrectly 
indicates an achromatic region. We propose an alternative decision function in RGB 
space that is independent of illumination. Instead of thresholding on saturation, we 
derive a chromaticity measure based on the sum of differences of r (red), g (green), 
and b (blue) components at each pixel ),( yx . 

3
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−+−+−=                 (1) 

From our experimental observation, the smaller the sum, the closer the related 
position is to the achromatic regions. A hue component is affected by both intensity 
and saturation components. It shows that saturation varies with illumination. We can 

 

Fig. 1. Flow of color component selection in HIS 
space, where Hue(x, y) and Int(x, y) indicate the 
hue and intensity components respectively  
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observe that some parts such as position of high and low saturation as perceptually 
achromatic regions have high saturation. Meanwhile, the sum in (1) is low in all 
perceptually achromatic regions as well as the position of low and high saturation and 
high in all chromatic regions. The level of chromaticity is proportional to ),( yxF  in 
(1). A threshold value 201 =TH  is used (determined heuristically) to classify a pixel 
with RGB components in the range of ]255~0[ . Values below 1TH  are classified as 
being achromatic and analyzed using the intensity component (Int(x, y)) in HIS space. 
The remaining pixels are chromatic, and analyzed using the hue (Hue(x, y)). In the 
chromaticity labeled image, hue components are still values normalized from angles, 
which we take into account later. The values near 6.0  and 0.1  are clustered as one 
mode due to the cyclic property of hue component. In addition, leaving a gap between 
two feature ranges prevents that achromatic and chromatic regions are overlapped 
during clustering. The final values of a chromaticity labeled image are distributed in 
the range of ]0.1~0.0[ . The values corresponding to one image are applied to the 
tensor voting framework in 3D. 

3   Tensor Voting in 3D for Image Analysis 

3.1   Review of Tensor Voting 

A voting process for feature inference from corrupted data, sparse and noisy data was 
introduced by Guy and Medioni, and formalized into a unified tensor framework 
[10],[14],[15]. Tensor voting is a local method to aggregate and propagate 
information. All sites aggregate the received votes to produce a local estimate of 
structure, such as curves or surfaces. A local marching process can then extract the 
most salient structures. Each pixel in an image may belong to some perceptual 
structure such as a corner, curve, or surface. To capture the perceptual structure of 
input sites, tokens are defined and used. The tokens are represented by a second order 
symmetric non-negative definite tensor encoding perceptual saliency. The tensor can 
indicate its preferred tangent, normal orientation as well as saliency corresponding to 
its perceptual structures and be visualized as an ellipse in 2D and an ellipsoid in 3D. 
Such information is collected by a communication between input sites: tensor voting. 
Input tokens encoded as tensors cast votes computed through a voting field (2) to their 
neighborhood. The voting field explains how the tokens relate their information, such 
as orientation and magnitude, to their neighborhood to ensure smooth continuation. 
All voting fields are based on the fundamental 2D stick voting, the saliency decay 
function of which is : 

( )[ ]( )222 /),,( σσ cksEXPksDF +−=                                           (2) 

where θθ sin/ls = , lk /sin2 θ= . 
The parameter s is the arc length, k  is the curvature, c  is a constant, which 

controls the decay with high curvature, and σ  is the scale of voting field controlling 
the size of the voting neighborhood and the strength of votes. The orientation of the 
stick vote is normal to the smoothest circular path connecting the voter and receiver. 
All tokens accumulate votes from the neighborhood and their collected information is 
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computed as a covariance matrix S  by the second order tensor sums (where ],[ yx vv  is 

a vector vote generated by the neighbor pixel for center pixel.): 

= 2

2

yxy
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vvv
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S                                                      (3) 

While (3) is the conventional notation for the analysis of tensor voting. Given its 
eigensystem, consisting of two eigenvalues ),( 21 λλ  and two eigenvectors )ˆ,ˆ( 21 ee , the 

matrix S  can be rewritten as:    

)ˆˆˆˆ(ˆˆ)( 221121121
TTT eeeeeeS ++−= λλλ                                           (4) 

where Tee 11
ˆˆ  and TT eeee 2211

ˆˆˆˆ +  indicate a stick and ball tensor in 2D, with respective 

saliency 21 λλ −  and 2λ . Examining the eigensystem, we can infer the most likely 

perceptual structure of the token as either a surface, a curve, or a corner. In our case, 
input tokens are first encoded as 3D ball tensors in a 3D space (x, y, value of 
position). These initial tensors communicate with each other to understand the most 
preferred orientation information at each position. Votes are accumulated at all 
positions by tensor addition based on the voting field. The result of one position is 
given in matrix form by: 
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1

1
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1

3213

ˆ

ˆ

ˆ

00

00

00

ˆˆˆ

λ
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λ
                                             (5) 

Or equivalently : 

  )ˆˆˆˆˆˆ()ˆˆˆˆ)((ˆˆ)( 332211322113211213
TTTTTT

D eeeeeeeeeeeeS ++++−+−= λλλλλ                   (6) 

where Tee 11
ˆˆ  is a 3D stick tensor, TT eeee 2211

ˆˆˆˆ +  is a 3D plate tensor, and TTT eeeeee 332211
ˆˆˆˆˆˆ ++  is 

a 3D ball tensor. For surface inference, surface saliency is then given by 21 λλ − , with 

normal estimated as 1̂e . Moreover, curves and junctions are inferred from the curve 

and junction saliency given by 32 λλ −  and 3λ . 

In general, text image normally is appeared as regions of homogeneous color. 
However, the text image may also be noisy, as the physical surface of the sign 
degrades due to corrosion, graffiti, intentional or unintentional defacing, etc. these 
noises are more inhomogeneous, so that the noise regions are comprised of severely 
different values. Even though the noise regions appear with similar values, their 
regions size is small than text or background. In the tensor voting framework, one 
image can be represented with )],(,,[ yxHyx . Here x and y indicate the positions in the 
image and ),( yxH  is the values corresponding to respective positions in a 
chromaticity labeled image, which is obtained in the previous step. 

3.2   Extraction of Feature Layers Using Densification in 3D 

3.2.1   Selection of Candidate from Surface Saliency 
From given candidate color features, each color data is encoded into a 3D ball tensor. 
Then each token casts votes by using the 3D ball voting field. By the processing, the 
voting between tokens that lie on a smoother surface of layer derives stronger 
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support in the 3D space of both pixel coordinates and pixel densities. For each 
position ),( yx  of pixel in 3D space, the candidate feature with highest surface 
saliency value of )( 32 λλ −  is preserved, but others are declined as noises 

3.2.2   Outlier Rejection of Corrupted Region 
Among the most salient candidate feature at each pixel, corrupted regions can be 
incomplete pixel having received very little support and we would like to reject the 
tokens. Generally, tokens within the voting field have homogeneity between neighbor 
tokens. Thus, we reject all tokens that have received very little support by the tensor 
voting processing. For outlier rejection, all deficient tokens are rejected by surface 
saliency less than 20 % of the average saliency of the total set. 

3.2.3   Densification for Finding the Best Feature 
We here describe densification method for finding the best features. Because the 
previous step generated isolated regions at rejected regions, we have isolated regions 
such as pixel where no color value is available. Therefore, now that the most likely 
type of feature at each token has been estimated, we want to compute the 
densification structures in 3D that can be inferred from the neighbor token. This can 
be achieved by casting votes to all locations into voting field. Each pixel ),( yx  has all 
the discrete candidate points ),( yxvi  which are represented between the minimum and 

maximum density values in the set, within a neighborhood of the ),( yx  point. The 
tensor voting framework accumulate votes at each candidate position ),,( ivyx . We 

can compute value of surface saliency after voting. The candidate token by surface 
saliency )( 32 λλ −  with optimal value is maintained and then its ),,( ivyx  positions 

represent the most likely color value at ),( yx . Finally, at every ),( yx  pixel location, a 
dense color value field is shaped. 

4   Mean Shift-Based Mode Detection and Clustering Algorithm 

In this section, we briefly review the original mean shift-based density estimation 
show how mode of clusters is detected by density gradient estimation function [16]. 

4.1   Density Gradient Estimation 

The image is interpreted as n  data points in a d-dimensional space where n  is the 
number of pixels. The values of improved image are distributed in the range 

]0.1~0.0[  and used directly, giving a 1-dimensional feature. The initial values for 
distinct characters coincide with the modes of the data. Mean shift-based density 
gradient estimation with sampling data finds the local maximum of the probability 
densities [16]. Let nii ,,1,}{ =X  be the set of n  data points in a d-dimensional 

Euclidean. The multivariate kernel density estimate obtained with kernel )(xK  and 
window radius for bandwidth h , computed at point x  is defined as: 
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Here, we are interested only in a class of radically symmetric kernels satisfying 
)||(||)( 2

, xx kcK dK= , in which case it suffices to define the function )(xk  called the 

profile of the kernel, only for 0≥x  and dKc ,  is the normalized constant which makes 

)(xK  integrate to one. The differentiation of the kernel allows one to define the 
estimate of the density gradient as the gradient of the kernel density estimate: 
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We define the derivative of the kernel profile as a new function )()( xkxg ′−= , and 

assume that this exists for all 0≥x , except for a finite set of points. Now, if we use a 

function for profile, the kernel is defined as )||(||)( 2
, xx gcG dG= , where dGc ,  is the 

corresponding normalization constant. In this case, the kernel )(xK  is called the 
shadow of kernel )(xG . If we use a function )(xg  in formula (8), then the gradient of 
the density estimator is written by 
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Here, this is given as the product of two terms having special meaning. The first term 
in the expression (9) is proportional to the density estimate at x  computed with the 
kernel )(xG  
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and the second term is defined as the mean shift vector 
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This vector is the difference between the weight mean using the kernel )(xG  for 
weights and the center of the kernel. Then, we can rewrite the expression (9) as 
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The expression (11) shows the mean shift vector being proportional to the gradient of 
the density estimate at the point it is computed. As the vector points in the direction of 
maximum increase in density, it can define a path leading to a local density maximum 
which becomes a mode of density. It also exhibits a desirable adaptive behavior, with 
the mean shift step being large for low-density regions and decreases as a point x  
approaches a mode. Each data point thus becomes associated to a point of 
convergence, which represents a local mode of the density in the d-dimensional space. 
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4.2   Mean Shift-Based Model Detection 

Input dates us denote by },,{ 21 yy  the sequence of successive locations of kernel 

)(xG , where these points are computed by the following formula 
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This is the weighted mean at jy  computed with kernel )(xG and 1y  is the center of 

the initial position of the kernel, x . The corresponding sequence of density estimates 

computed with shadow kernel )(xK  is given by ,2,1),(ˆ)(ˆ == jfjf jKK y . 

Here, if the kernel has a convex and monotonically decreasing profile, two 

sequences },,{ 21 yy  and },)2(ˆ),1(ˆ{ KK ff converge and },)2(ˆ),1(ˆ{ KK ff  is 

monotonically increasing. After that, let us denote by cy and c
Kf̂  the convergence 

points of their sequences respectively. Here, we can get two kinds of implications 
from the convergence result. First, the magnitude of the mean shift vector converges 
to zero. In fact, the j-th mean shift vector is given as jjjG yyym −= +1)( , and  this is 

equal to zero at the limit point, cy . In other words, the gradient of the density estimate 

computed at cy  is zero. That is, 0)(ˆ =∇ cKf y . Hence, cy  is a stationary point of 

density estimate, )(ˆ xKf . Second, since },)2(ˆ),1(ˆ{ KK ff  is monotonically increasing, 
the trajectories of mean shift iterations are attracted by local maximum if they are 
unique stationary points. That is, once jy  gets sufficiently close to a mode of density 

estimate, it converges to mode. The theoretical results obtained from the above 
implications suggest a practical algorithm for mode detection: 

Step1: Run the mean shift procedure to find the stationary points of density estimates. 
Step2: Prune these points by retaining only the local maximum. 

This algorithm automatically determines the number and location of modes of 
estimated density function. We shall use the detected mode or cluster centers from the 
mean shift procedure to be manifestations of underlying components of the clustering 
algorithm for our image segmentation task. 

4.3   K-Means Algorithm for Text Region Segmentation 

The number and centroid of modes selected in the subsection 4.2 are used as seed 
values in K-means clustering. K-means clustering is then applied to the values in the 
improved image to segment the character [2]. In our case, we should perform two 
different K-means clustering algorithm because intensity values are linear and hue 
values are characterized with the cyclic property. First, intensity values and their seed 
values fall in the range ]4.0~0.0[  as normalized in chromaticity labeled image as well 
as the improved image. Intensity values compute Euclidean distance between itself 
value and seed values to find the closet seed value without considering the seed 
 



758 J. Park, J. Yoo, and G. Lee 

 

values in the range ]0.1~6.0[ . The second K-means clustering algorithm should be 
used for hue values normalized into the range ]0.1~6.0[  so that the algorithm can 
account for the cyclic property. In that case, the values of every pixel find the closest 
one among seed values in the range ]0.1~6.0[  based on the approach in [4]. Chi 
Zhang et al. in [4] show that values near the minimum )6.0(  and maximum )0.1(  are 
clustered as one mode. Two K-means clustering passes are therefore performed while 
maintaining both the linear property of intensity values in the range ]4.0~0.0[  and the 
cyclic property of hue values in the range ]0.1~6.0[ . 

5   Experimental Results 

To assess the performance of the proposed segmentation algorithm, we have 
conducted the experiment using data obtained from natural scene image, which are 
corrupted by noise. In our experiment, text regions are manually detected and the 
selected regions are segmented using our method. Fig. 2 shows our experimental 
results. The first and third image contains nonlinear red components which can 
typically cause problems when using the hue component for image segmentation. The 
results show that our approach is considering the nonlinear parts in hue component as 
well as removing noise. And then, in Fig. 3, we show a comparison of our approach to 
three other segmentation approaches (EDISON [16], by median filter, and GMM 
[17]) in respect of error rates. Fig. 3-(a) illustrates image data extracted from original 
natural scenes and fig. 3-(a) shows results segmented in manually labeled ground 
truth images. Compared to the results segmented by the proposed method in fig. 3-(b), 
we indicate errors as both FP and ND in fig. 3-(b). FP (false positive) indicates 
background pixels classified as character pixels in a segmented image and ND (no 
detection) indicates character pixels classified as background pixels or noise values in 
a segmented image. To show the error rate (ER) as one numerical value, we also 
 

          
(a) 

          
(b) 

Fig. 2. Experimental results : (a) corrupted images, (b) segmented images 
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calculate the similarity between results segmented from ground truth images and 
original noisy images by: 

gtesultRniesultRgtesultRniesultRSimilarity __/__=                  (13) 
 

[ ] 1001(%) ×−= SimilarityER                                          (14) 

where Result_ni : a character result segmented from an original noisy image, 
Result_gt : a character result segmented from the ground truth image. 

Similarity in (13) measures the ratio of pixels with the same assignment in the ground 
truth and the results by our approach. Exact matching and no-matching have an ER of 
0% and 100% respectively. Table 1 shows the statistical data of ER. Experimental result 
by our approach is the closest to 0% in table 1. Our approach has performed better 
segmentation, potentially improving accuracy and reducing computational complexity 
of OCR algorithms. Experimentally, this approach provides a superior segmentation 
through reducing the noise remarkably from a corrupted color text images. 

Input 
Images 

        

Ground 
Truth 
Images 

        

num. Img1 Img2 Img3 Img4 Img5 Img6 Img7 Img8 

size 141x256 119x256 143x256 127x256 71x256 68x256 145x256 131x256 

(a) partial image data and ground truth to assess the performance 

 
(b) the errors of our approach: FP (red) and ND (green) 

Fig. 3. Performance comparison of our approach to other segmentation methods 

Table 1. Performance comparision of four approaches with error rates(ER) 

 Proposed 
method(%) 

EDISON(%) Median(%) 
( 5 x 5 ) 

GMM(%) 

Img 1 2.263 5.128 4.267 5.112 
Img 2 0.653 4.983 3.557 3.435 
Img 3 1.885 3.286 5.294 4.125 
Img 4 2.300 2.424 4.239 5.238 
Img 5 2.760 4.671 3.563 5.234 
Img 6 4.906 3.401 3.785 7.239 
Img 7 0.533 1.456 1.448 4.234 
Img 8 0.951 1.342 1.964 3.442 
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6   Conclusion 

In our experiment, we have proposed a text image segmentation using tensor voting 
framework in 3D for corrupted text image by noise. The proposed method is a new 
method to automatically restore corrupted text images. Color features in the given 
image are defined with the corresponding hue and intensity component. Next, tensor 
voting framework is used for image analysis. Tensor voting analysis can detect the 
presence of noise such as crack or scrawl in a given image. Densification then 
generates the most proper values to replace the noise values which are present on 
texts. The improved image is used with a density estimation to find proper modes so 
such that K-means clustering algorithm can generate automatic seed values and 
perform text segmentation. Unlike other existent text segmentation methods, our 
approach can remove different kinds of noise well and segment a character as a single 
object. We have demonstrated very encouraging results on natural scenes using our 
method, and compared to existing methods. The result can contribute to improving 
text recognition rate as well as reducing the complexity of final step in OCR text 
recognition. This approach can then be extended to handle text recognition in natural 
scenes. 
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Abstract. Cellular image content analysis is one of the most important aspects 
of the cellular research and often requires collecting a great amount of statistical 
information and phenomena. Automated segmentation of time-lapse images 
gradually becomes the key problem in cellular image analysis. To address 
fuzzy, irregular, and ruffling cell boundaries in time-lapse cellular images, this 
paper introduces a hierarchical coarse-to-fine approach which is composed of 
iteration-dependent adaptation procedures with high-level interpretation: initial 
segmentation, adaptive processing, and refined segmentation. The iteration-
dependent adaptation lies in that the adaptive processing and the refined 
segmentation be deliberately designed without a fixed order and a uniform 
associated iteration number, to connect coarse segmentation and refined 
segmentation for locally progressive approximation. The initial segmentation 
could avoid over-segmentation from watershed transform and converge to some 
features using a priori information. Experimental results on cellular images 
with spurious branches, arbitrary gaps, low contrast boundaries and low signal-
to-noise ratio, show that the proposed approach provides a close matching to the 
manual cognition and overcomes several common drawbacks from other 
existing methods applied on cell migration. The procedure configuration of the 
proposed approach has a certain potential to serve as a biomedical image 
content analysis tool. 

Keywords: Image segmentation, content analysis, coarse-to-fine, iteration-
dependent adaptation 

1   Introduction 

The cellular image content analysis is regarded as an important field of an 
investigation in disease mechanisms and signaling pathways at the cell and molecular 
biology levels. The typical scenario is that high resolution images of cancer cells be 
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used to determine the progression of cancer cell migration, aiming to indicate the 
invasion of cancer cells and cancer metastases [1]. With the increasing popularity of 
the automated fluorescence microscopy for the acquisition of time-lapse cellular 
images, large amounts of image datasets induce the traditional manual content 
analysis methods not to be feasible to operate the datasets. Thus, the image content 
analysis in time-lapse bioimaging urges highly automatic and fully adaptive 
representation methods mapping to the psychophysical and physiological 
characteristics. As an important geometric feature of shape representation, there exist 
a lot of image content analysis methods based on edge detection, wherein lie two 
major approaches for edge-based image segmentation: the watershed algorithm from 
mathematical morphology [2] and the minimization of certain energy function [3].  

The watershed approaches are dependent on an immersion process analogy with 
edge evidence derived from the morphological gradient. Despite the underlined 
advantages in the proper operation of gaps and the orientation of the boundaries [4], 
the watershed algorithm is unacceptable for the dedicated cellular image content 
analysis because of its drawbacks with regard to a sensitivity to noise and a poor 
detection of thin structures and areas with low contrast boundaries. Unlike the 
watershed transform, snake-based methods behave as curves moving under the 
influence of internal forces from the curve itself and external forces from the image 
data [5]. However, the performance of snake-based method not only is highly 
restricted by the start position, but also has difficulties in tracing the boundary 
cavities.  

Several automated approaches using morphological methods have already been 
proposed. In [6], a snake-based method has been introduced to extract axons 
boundaries. Another snake-based method has been proposed to analyze muscle fiber 
images [7]. However, none of these methods can provide us with satisfactory results 
when automatically analyzing microscopy images of cellular study. It is noted that 
time-lapse cellular images derived from automated fluorescence microscopy are in 
common with spurious branches, arbitrary gaps, low contrast boundaries and low 
signal-to-noise ratio. Compared to the conventional image segmentation, the 
underlined motivation makes urgent an appropriate segmentation approach for time-
lapse cellular images that should not only behave with full automatism and reliability, 
but also be capable of dealing with low SNR images, especially addressing fuzzy, 
irregular, and ruffling cell boundaries. In this paper, we define a hierarchical analytic 
approach exploiting high-level interpretation which can be divided into three stages: 
attain a coarse boundary, refine an accurate boundary, and adjust certain iteration-
dependent adaptive processing for locally progressive approximation. 

2   Proposed Approach 

As we have mentioned, our approach is composed of three steps: initial segmentation 
for shaping an initial boundary, adaptive processing for reducing the influence from 
image acquisition, and refined segmentation for attaining a closer boundary with the 
second degree continuation. 
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2.1   Initial Segmentation  

We begin with defining a two-dimensional gray-scale image I. Assuming that an 
arbitrary pixel P∀ ∈ I  has a gray level [ ]0,PG N∈ , where N stands for value of the 

highest gray level of I. 
Pre-processing: After smoothing the original image with the help of a 3×3 

window, we calculate the gradient image, which is the input of watershed algorithm. 
Let PN  denotes the neighborhood of pixel P, and the operation can be expressed as: 

2
'

'

* ( )
P

P P P
P N

Grad A G G
∈

= −  (1) 

where A is a constant. 
Watersheds algorithm [4] is used to form a cell pixel set W  and mark the 

boundary. Because the simple computation of image’s watersheds mostly results in an 
over-segmentation, we introduce a threshold ( TGrad ) here. Only when the input 

gradient image pixel’s gray level PGrad  is higher than TGrad , we consider these 

pixels useful for computation. After this operation, pixel set ⊆W I  is introduced for 
denoting cell pixels. 

Post-processing:  We can obtain certain high-level information from the cell biolo-
gist before we process these images. For instance, the size of cells appearing in the 
image is an important feature which can be used to distinguish the relevant parts of 
the study from the irrelevant parts. With this information, we can define a threshold 
for the quantity of pixels enclosed by the marked pixels. Thus, any cluster smaller 
than the threshold can be considered irrelevant as an environmental noise. Then we 
use a “filter” to detect and clear them. The “filter” with different surfaces is used for 
certain times, to remove all unwanted parts. In the following, we employ a dilation 
algorithm to fill in the “gap” inside the cell. A new set W is formed after dilation. 

Then, we consider a set ⊂B W  including the pixel which has more than one 
unmarked pixel and more than one marked pixel in its neighborhood as the boundary 
of cell. This property of set B can be described as: 

( )
bP ∩ − ≠ ∅N I W , bP∀ ∈ B and ( )

wP ∩ − = ∅N I W , ( )wP∀ ∈ −W B , respectively. 

After the post-processing, we get a smaller area W  that contains cell and an initial 
boundary B . The size of the area is lager than we expected, and we have not obtained 
a clear boundary during this step. We need a further process to refine the boundary. 

2.2   Adaptive Processing 

To obtain a more accurate boundary, additional specific methods should be 
introduced. Those methods would be deliberately designed to connect coarse 
segmentation and refined segmentation, accompanied with anisotropic operation 
constraints from the adaptive processing and the refined segmentation presented in 
Section 2.3 dependent on the requisite validation.  

Adaptive erosion with gradient information: A kind of adaptive erosion algorithm 
is adopted to deal with the accurate segmentation no matter what kind of boundary  
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the cell has. This algorithm starts from an initial boundary pixel set B  given by 
Section 2.1. All boundary pixels bP∀ ∈ B  will move towards the inside part of the 

cell by certain distance, but no longer than a threshold denoted by MD . MD  is decided 
by dilation algorithm stated in Section 2.1. The moving direction should be from set 

−I W  (outside of cell boundary) to set W  (inside of cell boundary). A 3×3 operator 
(illustrated in Fig. 1) is used to decide the moving direction, in which pixels will 
move to the point with the highest gradient. The movements of pixel will generate a 
“trace” denoted by set 

bPT . We expand the width of trace to 3 pixels denoted by '

bPT  

and convert the status of pixels covered by the trace from “inside pixel” to “outside 
pixel”. This operation can be expressed by '

bP= −W W T , bP∀ ∈ B . After all boundary 

pixels have been moved, a new boundary pixel set B  and a smaller W  can be 
detected. Fig. 2 provides a typical example of the proposed algorithm. 

W I-WB B I-WW

Searching Direction

BW I-W

Searching Direction

 Example A  Example C Example B

Searching Direction

 

Fig. 1. Example of a searching direction operator 
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Fig. 2. Example of adaptive erosion algorithm with gradient information 

Adaptive erosion of artificial part: Certain artificial noise and interference cannot 
be avoided during the image acquisition. Taking our data set as an example, the 
images contain some white parts which can be considered as noise and interference 
introduced by microscopy. As these parts have stronger boundaries than the real cell 
boundaries, they have destructive influence on the accuracy of segmentation. Still, we 
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can make good use of it and get a closer boundary set B . The erosion algorithm we 
have applied can be defined as follows:  

For bP∀ ∈ B , remove bP  from set W  if '
bPP∃ ∈ N  and 'PG > threshold wG . 

After checking all the boundary pixels, a new and better boundary set B can be 
detected. To repeat this algorithm for WR  times till all the white parts could be 
removed.  

2.3   Refined Segmentation 

Refined segmentation is dedicated to getting a closer boundary while preserving detail 
information of the cell boundary. It is noted that the refined segmentation and the 
adaptive processing within the proposed hierarchical approach do not necessarily 
operate with a fixed order and the implicative number of the associated iterations can 
be chosen in terms of the requisite performance and the application requirements. 
Therefore, the proposed approach is presented to operate with an iteration-dependent 
adaptation. 

Pre-processing: Because there are some spiky parts in the boundary, we use B-
spline smooth to remove them in order to obtain a smooth boundary pixel set B  for 
subsequent processing. 

Greedy snake algorithm: An algorithm should be designed for detecting seed 
points of snake algorithm. These snake points should be stored in order. For example, 
if the image exists two cells, we use two arrays 1A  and 2A to store the seed points. In 

each array, the seed point nP ’s neighbor unit ( 1nP +  and 1nP − ) should be its closest 
connected neighbor seed points in the boundary. Then, the greedy snake algorithm is 
used to get a more accurate boundary. Energy in this active contour model is 
represented by four energy terms conE , cuvE , imgE , and penaltyE . conE and cuvE is 

responsible for maintaining continuity between points by controlling segment length 
and vector curvature described by (2) and (3): 
For '

nn PP∀ ∈N : 

'

1 1

1

x x

con n n x x

P A

E P P P P
m

+ +
∈

= − − −  (2) 

'

1 1
2

cur n n n
E P P P+ −= + −  (3) 

where m  is the number of points in array xA . 

Image energy imgE is represented as the magnitude of the gradient described by (4): 

'

n
img P

E Grad= −  (4) 

The last energy term penaltyE  represents a special external constraint. Fig, 3(a) is the 

initial boundary given by Section 2.2 which has peak interference near the boundary. 
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Fig. 3(b) shows the processing result without the penalty term. The active contour 
moved to the outside noise point because the outside peak interference possesses 
stronger attractive force than the real cell boundary. In order to avoid this very 

common situation in cell image processing, we introduce 
penalty

E  into the ordinary 

snake model. Any movement to the outside of set W  would be “punished” but not 
forbidden, then better performance (Fig. 3(c)) can be achieved as what are shown in 
the pictures. 

   

                   (a)                                        (b)                                      (c) 

Fig. 3. Example of boundary with nearby peak interference 

The total energy of '

nn PP∀ ∈N is described by (5): 

'
n

con cuv img penaltyP
E E E E Eβ= + − +  (5) 

β  is a constant usually taken as 1.2-1.8. 

where 
penalty con cuv img

E E E Eγ β= + −  and γ  is the penalty function which can be 

described by (6): 

'

'

2 '

0

n

n

n

C
P

D
P

CD P

γ

− ∈ −

= ∈

∈ −

W B

B

I W

 (6) 

where C is a constant and  D is the distance between '
nP  and set B . Then the 

algorithm can be represented as: For all n xP ∈ A  and '

nn PP ∈ N  which has the 

minimum energy in set 
nPN , if '

n n
P P

E E> then replace n
P  with 

'

n
P . It is inferred that 

we are able to use 1 2, ...... XA A A  to generate new boundary pixel set B  and cell pixel 

set W . 
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3   Experimental Results 

The proposed approach has been validated by applying it to a representative image of 
cell migration. Fig. 4 includes two 3T3 cells which were cultured in DME (Dulbecco-
Vogt's modified Eagle's medium) with 5% donor bovine serum in the presence of 
penicillin and streptomycin. These two cells contain all types of boundaries in target 
images, namely, contrast, spiky, fuzzy and ruffly. Thus, we can test our approach on 
each type in an image. 

As shown in Fig. 5, we can see that the result of watershed transform will not be 
satisfactory enough for biomedical images content analysis. Because of the 
environmental noise introduced during image acquisition, a simple application of 
watershed transform yields to results greatly influenced by superfluous noise and 
some areas of over-segmentation. After employing post-processing of watersheds, we 
get the result that is presented by Fig. 6. As to the parameter TGrad , we set the value 

to 4. Notice that the cell pixel set W  we obtain here should cover all parts of the 
interested cell for further refine. 

Fig. 7 and Fig. 8 show the results after the adaptive processing. In our experiments, 
we select 7MD = and 6WR = . A spiky but more accurate boundary set B  is 
generated after Section 2.2.  

              

        Fig. 4. Original image of two 3T3 cell     Fig. 5. Image segmented by watershed transform 

With snake algorithm companied by additional pre or post-processing procedure, 
we obtain a cell boundary with second degree continuation which facilitates the 
following researches. For the final result, with certain amount of experiments on the 
parameters in the energy function applied in the snake algorithm, we have concluded 
the best choice of these parameters which yield to the best segmentation results. Our 
final segmentation result is presented in Fig. 10. The process of refine segmentation 
can be iterated for a couple of times if necessary for more accurate result. Fig. 11 
presents the manual segmentation result. We evaluate our approach by comparing the 
final segmentation result with manually segmented image. Obviously, the two results 
are very close except some minor differences. Quantitative result is given in Table 1 
by measuring the percentage of the overlapping area of automated and manual 
segmentation. We can clearly see that the result is ameliorated after every step of our 
approach. 
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         Fig. 6. Result after initial segmentation            Fig. 7. Result after adaptive erosion 

          

              Fig. 8. Result after white erosion                 Fig. 9. Initial position of seed points 

          

              Fig. 10. Final segmentation result                Fig. 11. Manual segmentation result 

Table 1.  Similarity between automated and manual segmentation (presented in the form of 
overlapping area percentage)  

Initial segmentation Adaptive processing Refine segmentation 

Fig. 5 Fig. 6 Fig. 7 Fig. 8 Results after 
first iteration 

Results after second 
iteration(Fig. 10) 

72.87% 80.36% 89.90% 92.81% 94.88% 95.05% 
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4   Conclusion 

In our paper, we have introduced a coarse-to-fine segmentation approach with an 
iteration-dependent adaptation for the extraction of cell boundaries from gray-value 
images with low contrast edges and greatly influenced by environmental noise and 
interference. Our approach is composed of three steps, a coarse segmentation using 
watershed transform with pre-process and post-process, a refined segmentation using 
B-spline curve smoothing and greedy snake model and an adaptive processing method 
connect them together. The last two steps are considered iteration-dependent, which 
means that the respective iteration times and parameters are both demand-adaptive. 

From the illustrations above, we have shown that the robustness of our approach 
against the environmental noise and interference and ability of extract low contrast 
edges. Comparison between classical approaches, such as snakes and watershed, and 
our approach shows that with high-level interpretation explored and utilized, our 
approach yields much better results in image segmentation especially for cell images. 
We can believe in the potential of our approach becoming one of the basic tools in 
cell image content analysis. Furthermore, we also expect new improvements of our 
approach and its application in other domains.  
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Abstract. This paper explores the computer vision based vehicle classification 
problem at a fine granularity. A framework is presented which incorporates 
various aspects of an Intelligent Transportation System towards vehicle 
classification. Given a traffic video sequence, the proposed framework first 
segments individual vehicles. Then vehicle segments are processed so that all 
vehicles are along the same direction and measured at the same scale. A 
filtering algorithm is applied to smooth the vehicle segment image. After these 
three steps of preprocessing, an ICA based algorithms is implemented to 
identify the features of each vehicle type. One-class SVM is used to categorize 
each vehicle into a certain class. Experimental results show the effectiveness of 
the framework. 

Keywords: ICA, vehicle classification, Intelligent Transportation Systems. 

1   Introduction 

Due to its great practical importance, Intelligent Transportation Systems has been 
an active research area for years. Vehicle classification is one of the key tasks in an 
Intelligent Transportation System. Typically, acoustic or seismic sensors are used 
for such a purpose [1][8][13][14]. However, for road traffic analysis, the most 
available sources are traffic surveillance videos taken by fixed cameras. Since only 
the visual information can be reliably extracted and verified for such videos, 
computer vision based methods from the area of multimedia are required for video 
content analysis.  

In order to identify vehicles, video object tracking needs to be performed before we 
can analyze each individual vehicle. There are a large amount of literatures on vehicle 
tracking based incident detection for traffic surveillance system. However, there has 
been relatively little work done in the field of vehicle classification. This is because it 
is an inherently hard problem. Some vehicle detection and tracking works even 
depend on classification techniques. [16] proposes a vehicle detection method with 
one of its step being classification i.e. a two class classification of vehicles and non-
vehicles. A method called “Adaboost” is used for such a purpose. 



 Vehicle Classification from Traffic Surveillance Videos at a Finer Granularity 773 

 

In [15], an object tracking and classification method is proposed. Three categories 
of objects are differentiated – human, automobiles and background. For classification 
of human and automobiles, a concept called “dispersedness” is used based on the 
priori that human has smaller yet more complex shape than that of a vehicle. This is 
among one of the earliest works that address object classification from video. Most of 
the current work is purely dimension based (such as height and length of a vehicle) or 
shape based. In [7], a parameterized model is proposed to describe vehicles, in which 
vertices and topological structure are taken as the key features. One requirement of 
this method is that the image quality has to be sufficiently good to have the 
topological structures of vehicles exposed. However, this cannot be always satisfied 
in a real traffic surveillance system. Gupte et al. [3] propose a system for vehicle 
detection and classification. The tracked vehicles are classified into two categories: 
cars and non-cars. The classification is based on dimensions and is implemented at a 
coarse granularity. Its basic idea is to compute the length and the height of a vehicle, 
according to which a vehicle is classified as a car or a non-car. In order to classify 
vehicles at a finer granularity, we need a more sophisticated method that can detect 
the invariable characteristics for each vehicle type. In [6], the virtual loop assignment 
and direction-based estimation methods are used to identify vehicle types. Each 
vehicle type is represented by a 1-D signature chart. In their experiment, vehicles are 
classified into four categories: 7-seat van, fire engine, sedan and motor cycle. With 
this method, as mentioned in the paper, only a rough estimation of vehicle types based 
on vehicle length is possible. It cannot distinguish vehicles whose lengths are in 
approximately the same range, e.g. truck and bus. Another problem of this method is 
that only those vehicles traversing across virtual loops along the road direction can be 
detected. Therefore, we still need to further explore a method that can unveil the real, 
invariant characteristics of a type of vehicle. In this paper, we design an algorithm for 
vehicle classification at a finer granularity. 

Principal Component Analysis (PCA) is a well-known algorithm in the field of 
object recognition. It used in the computer vision problem of human face recognition. 
The similarity between face detection and vehicle detection is that both analyze a 2-D 
image and try to find out the feature of the image content.  

Independent Component Analysis (ICA) is another subspace method that has been 
applied to face recognition. Many works compare between ICA and PCA and show 
the advantages of ICA [2][4][5]. In [2], the authors applied both methods in analyzing 
the Coil-20 database. In [4], the authors demonstrate that ICA outperforms PCA for 
object recognition under varying illumination. [5] compares the effectiveness of both 
methods in object recognition. Since the traffic videos are taken during different time 
periods of the day, it is preferably that the algorithm is robust to varying illumination 
conditions. In this paper, we propose an ICA based vehicle classification platform.  

By analyzing vehicle images with ICA, a set of features are extracted for each 
vehicle. These features represent the innate characteristics of the vehicle type and are 
fed into the classification module -- One-Class Support Vector Machine [9]. The 
representative features of vehicles in each vehicle type are used as training data. We 
build one classifier for each vehicle type which distinguishes that vehicle type from 
the others. In the testing phase, each set of test vehicles is tested against the classifier 
of each vehicle type. A test vehicle is then classified into one of the vehicle types 
according to the highest score it receives from each classifier.  
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In our experiments, we use grayscale traffic surveillance videos. It is desired that 
the classification is robust to the varying intensities of vehicles. For example, black 
and white passenger cars are expected to be classified into the same class. However, 
their different intensities may affect the classification result. Therefore, a filter in the 
preprocessing step is necessary to alleviate such problems. In this paper, a texture 
analysis tool is used for this purpose.  

We propose an integrated system that can automatically track and categorize 
vehicles within a traffic surveillance video sequence. The system first tracks and 
segments vehicles from raw surveillance videos. Then the tracked vehicles and their 
features are normalized. In the final step vehicles are classified, which can provide 
more detailed and useful information to traffic administration. The vehicle tracking 
and normalization phases are based on Zhang et al.’s work [11]. In this study, 
improvement in the classification result by using ICA and one-class SVM is 
demonstrated by the experimental results at the end of this paper. 

The detailed design and implementations are illustrated in the following order: 
Section 2 briefly introduces preprocessing module -- vehicle segmentation, 
adjustment and filtering. Section 3 discusses the technical details of the algorithm. 
Section 4 presents the system overview and the experimental results. Section 5 
concludes the paper. 

2   Preprocessing 

2.1   Vehicle Tracking and Segmentation 

For vehicle tracking and segmentation, an unsupervised video segmentation method 
called the Simultaneous Partition and Class Parameter Estimation (SPCPE) algorithm, 
coupled with a background learning algorithm, is applied to identify the vehicle 
objects in video sequences [10]. Figure 1 shows an example of vehicle segmentation 
from the initial random partition (Figure 1(a)) to the final segmentation result (Figure 
1(c)).  
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(a)   (b)   (c) 

Fig. 1. An example of vehicle segmentation. (a) Original frame with background removed; (b) 
Initial random partition; (c) Final segmentation result. 

The algorithm in [10] also has the ability to track moving vehicle objects 
(segments) within successive video frames. By distinguishing the static objects from 
mobile objects in the frame, tracking information can be used to determine the trails 
of vehicle objects. 
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2.2   Vehicle Image Adjustment and Filtering 

For normalization purposes, a transformation model is needed to rotate the subject 
cars to the same orientation and scale them to the same level. For vehicles driving 
toward the same direction, their rotation angles are the same. The scaling factor is 
determined by the shooting distance between the camera and the vehicle object. Once 
the rotation angle  and the scaling factor s are available, the transformation model 
can be built. To preserve the co-linearity (i.e., all points lying on a line initially should 
still lie on a line after transformation) and the ratios of distances within the image, we 
use the affine transformation as our transformation function to rotate and scale vehicle 
objects to comparable conditions. The affine transformation is defined as follows: 
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where  is the rotation angle and s is the scaling factor. After applying the affine 
transformation, we make all subject vehicles in consistent orientation and at the same 
scale level. This module is implemented based on Zhang et al.’s work in [11]. 

1 2 3 4 5       

6 7 8 9 10      12  

11 12 13 14 15        

16 17 18 19 20       

Fig. 2. Local range filtering 

Although the vehicle images are transformed to grayscale images, there is still a 
difference with respect to intensities between bright colored (e.g. white) and dark 
colored (e.g. red or black) vehicles. The change of lighting conditions during the day 
can also cause the variations in image intensities. As mentioned in Section 1, ICA is 
comparatively robust in dealing with varying illuminations. Furthermore, in order to 
alleviate the effect of varying intensities, a filtering technique is used in the proposed 
framework. It calculates the local range of an image and tries to smooth out pixels 
within the same neighborhood. Suppose we use a 3 by 3 neighborhood window. The 
above figure shows the mechanism of this texture based filter. 

The shaded area is the neighborhood of the pixel whose intensity value is 9. After 
filtering, its intensity in the corresponding position is 12 which is the difference of the 
maximum intensity (15) and the minimum intensity (3) of its neighborhood pixels. 

Figure 3(a) is an example of a vehicle image. Figure 3(b) is the filtered image. 
After filtering, the outline of the vehicle is evident. In a neighborhood area, if the 
intensity difference is small, the whole area is smoothed to a dark patch. Otherwise, 
the area is highlighted such as the skeletons of vehicles. Therefore, the original color 
of the vehicle will not matter that much (as before); only its outline information is 
kept. Thus, the influence of the vehicle’s original color is alleviated. 
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(a) Original Vehicle Image        (b) Filtered Vehicle Image 

Fig. 3. An example of filtered image 

3   Classification 

3.1   Obtain Vehicle Samples 

After vehicle segmentation, the bounding boxes of vehicle segments are extracted. 
One factor we need to take into consideration is that the sizes of bounding boxes are 
different due to different vehicle sizes. This factor can affect the result of the next step 
– Independent Component Analysis. Therefore, we set a uniform bounding box whose 
size is the biggest bounding box among all samples. For those whose bounding boxes 
are smaller, we pad them with the mean values of their background pixels surrounding 
the vehicle segments. In this way, we obtain a set of training samples for each type. 

Each vehicle sample is actually a 2-D image xi
nm×ℜ∈ . It can be represented as an 

m by n vector with m being the image height and n being the image width. We then 

read xi in column-wise order, one pixel at a time, and restructure it as mn
ix ×ℜ∈ 1' . With 

k being the number of samples in the training set, we can have a matrix of k columns 

'X  = [ ''
2

'
1  ..., , , kxxx ]. The length of each column is mn. The mean vector ω  is 

calculated as follows: 

ω =
=

k

i
ix

k 1

'1
 (2) 

Since ω  is also a 1×mn vector, we can restore it into an m by n matrix and output 
it as an image. The mean “passenger car” constructed this way is shown in Figure 4. 

By deducting the mean vector from each vehicle image vector '
ix , 'X  becomes a zero 

mean matrix, which is the random dataset we will analyze later. 

 

Fig. 4. The mean image of passenger car samples 

3.2   Independent Component Analysis  

The Independent Component Analysis (ICA) is a statistical method for revealing 
the underlying factors of a set of data, which are mutually independent. ICA views 
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data as a linear mixture of sources i.e. independent components. There is little 
knowledge of the sources and how they are mixed. The only information we have is 
the observed random dataset. In order to separate the independent sources, ICA 
seeks an un-mixing matrix for linearly transforming to coordinates in which data 
are maximally statistically independent. ICA is often compared with a well known 
method – Principle Component Analysis (PCA) which is used to find the orthogonal 
bases of dataset. With PCA, data are decorrelated by being projected onto these 
bases. Although both ICA and PCA explore subspaces to decorrlate data, the 
purpose of ICA is theoretically loftier than that of PCA since ICA tries to find an 
un-mixing matrix such that sources are not only decorrelated but also statistically 
independent. Some research results have shown the advantage of ICA over PCA 
[2][4][5]. 

In ICA model, the random dataset is denoted as: 

'X  = AS  (3) 

where 'X  contains  k observed data points [x1, x2, …, xk]. In our case, xi is a vehicle 
image represented by a vector. k is the number of training samples in the training set. 
A is the mixing matrix and S is the matrix containing the independent components that 
are mixed by A to represent the observed dataset 'X . All we observe is the random 
dataset 'X . A and S must be estimated according to 'X . In our experiment, a fixed 
point version of this algorithm – FastICA [12] is used. Our assumption is that the 
independent components have nongaussian distributions. After estimating A, its 
inverse W can be computed and the independent components S is obtained by the 
following equation: 

S = WX' (4) 

The length of each independent component is mn. Similarly to how we construct 
the mean image, we can reconstruct this vector into a 2-D image. For vehicle 
classification, the independent components in S are used as the bases for a low-
dimensional representation. For each sample vehicle image in the training set, the 
following equation is used to compute its weight vector consisting of the weight of 
each independent component in representing that vehicle image.  

'XS T=β  (5) 

The rows of β  are weight vectors of vehicle images in the training set. These 
weight vectors are normalized to the scale of [0, 1] to avoid bias. 

3.3   One-Class Support Vector Machine  

One-Class classification is a kind of supervised learning mechanism. It tries to assess 
whether a test point is likely to belong to the distribution underlying the training data. 
In our case, a training set is composed of a set of vehicles of the same type. One-Class 
SVM has so far been studied in the context of SVMs. The objective is to create a 
binary-valued function that is positive in those regions of input space where the data 
predominantly lies and negative elsewhere.  
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Fig. 5. One-Class classification 

The idea is to model the dense region as a “ball”. Vehicles that belong to the class 
are inside the “ball” and the others are outside. This is shown in Figure 5 with the 
crosses representing the data that belongs to the positive class. If the origin of the 
“ball” is α  and the radius is r, a point 

ip  is inside the “ball” iff rpi ≤− α . In our 

case, a point is the weight vector that represents the features of a vehicle. This “ball” 
is actually a hyper-sphere. The goal is to keep this hyper-sphere as “pure” as possible 
and include as many vehicles that belong to this class as possible. Details can be 
found in Schölkopf’s One-Class SVM [11].  

The process of classifying a new (unknown) vehicle xnew to one of the classes 
(known vehicles) proceeds in three steps: 

1. Train a set of One-class SVM classifiers with the weight 
vectors of the sample images in the training sets. A classifier is 
generated for each vehicle type.  

2. Reshape xnew into '
newx  and obtain ωσ −= '

newnew x . 

Transform newσ with the independent components of the 

training set and obtain the feature vector newβ  (weight vector) 
by Equation 5. 

Test newβ  against each classifier generated in the first step and 

obtain a set of scores which indicates the possibility of xnew 
belonging to each vehicle type. Finally, xnew will be classified into 
the vehicle type from which it receives the highest score. 

In our experiment, there are three training sets, one for each type of vehicles: 
passenger car, pick-up and van. Each type of vehicles is represented by a set of weight 
vectors and trained by One-class SVM. Then we use the trained One-class SVM 
classifiers to classify new vehicles. 

4   Experimental Results 

From vehicle tracking and segmentation to vehicle classification, we now have an 
integrated system that can automatically track and classify vehicles in traffic 
surveillance videos. A real-life traffic video sequence with 67635 frames is used to 
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analyze the performance of the proposed vehicle classification algorithm. The video 
sequence is obtained from a high way survelliance camera. 

By vehicle segmentation and tracking, all distinct vehicle segments are extracted 
and form a sample pool. By “distinct”, we mean each vehicle segment in the sample 
pool corresponds to a real distinct vehicle in reality. For repetitive appearances of a 
vehicle object across multiple frames, only one instance (segment) of that vehicle is 
chosen for training or testing. The preprocessing step is time consuming and is 
performed offline. ICA Analysis step requires some mannul work i.e. selecting the 
training samples and therefore is also executed offline. The classification step can 
work in real time. 

In our experiment, three sets of training samples are formed for three categories of 
vehicles. They are “passenger cars (PC)”, “pickup trucks (PK)” and “vans and SUVs 
(VAN)”. In each training set, there are 50 vehicles. It is worth mentioning that, the 
system can be easily extended to detect more categories of vehicles. The only 
modification for this is to gather samples for each category of vehicles.  

Table 1. The Test Result with ICA 

ICA-SVM Test 1 Test 2 Test 3 
Recall 74% 66% 64% 

PC
Precision 84.60% 82% 78% 

Recall 68% 56% 70% 
PK

Precision 72.3% 72% 83.3%
Recall 64% 58% 74% 

VAN 
Precision 74.70% 68% 79% 

 

We have three sets of test samples with each containing 150 vehicles randomly 
chosen from the sample pool. Table 1 shows the precision and recall values of the 
proposed ICA-based algorithm and the test result of using the PCA-based algorithm is 
presented in Table 2. 

Table 2. The Test Result with PCA 

PCA-SVM Test 1 Test 2 Test 3 
Recall 40% 66% 54%

PC
Precision 57.3% 71.3% 62.7%

Recall 54% 56% 52%
PK 

Precision 62% 62.7% 57.3%
Recall 64% 54% 66%

VAN
Precision 73.3% 64% 69.3%

 

From the above two tables we can see that ICA performs better than PCA. It is 
worth mentioning that the precision of ICA-based algorithm is much higher than that 
of PCA. This is because ICA can better identify negative samples in the testing data 
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set. The system proposed in this paper incorporates video segmentation, vehicle 
tracking, and vehicle classification into one single integrated process. Especially, the 
classification is designed to find the invariant features of vehicles so as to categorize 
them at a fine granularity. 

5   Conclusion 

In this paper, a vehicle classification framework is proposed which incorporates 
several stages of work. First, traffic video sequence is processed to extract vehicle 
segments, which provides a means for vehicle tracking and classification. Secondly, 
vehicle segments are normalized so that all vehicles are along the same direction and 
uniformly scaled. A texture analysis technique is then used to filter the vehicle 
images. The final stage is classification, in which an ICA-based algorithm is applied. 
We choose ICA because of its ability to find inner characteristics of a group of data. 
The ICA based algorithm is compared with a well-known subspace analysis technique 
– PCA. Experimental results show that given a sufficient amount of sample data our 
system can effectively categorize vehicles at a fine granularity.  
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Abstract. Unsupervised segmenting region of interest in images is very useful 
in content-based application such as image indexing for content-based retrieval 
and target recognition. The proposed method applies fuzzy theory to separate 
the salient region of interest from background in low depth of field (DOF) 
images automatically. First the image is divided into regions based on mean 
shift method and the regions are characterized by color features and wavelet 
modulus maxima edge point densities. And then the regions are described as 
fuzzy sets by fuzzification. The salient region interest and background are 
separated by defuzzification on fuzzy sets finally. The segmentation method is 
full automatic and without empirical parameters. 

Keywords: Image segmentation, Fuzzy theory, Mean shift, Wavelet modulus 
maxima. 

1   Introduction 

Image segmentation is the first and important phase in analyzing and understanding 
the content of an image. However, it is difficult to isolate the meaningful region from 
the scene without a priori knowledge. Designing a general segmentation algorithm for 
all images is nearly impossible at the present time.  

Low depth of field (DOF) is an important technique widely used by professional 
photographers. The sharpness in the image of objects in front of and behind the 
focused distance falls off gradually. Within a certain range of object distances this 
sharpness loss is still comparatively unnoticeable. This range is the depth of field 
(DOF) [1]. Low DOF is one of the main techniques used by professionals to simplify 
their photographs and focus attention on the intended subject of the picture. It can 
eliminate a distracting background by throwing it out of focus. In low DOF image, the 
interested object is sharply focused, whereas background objects are blurred to out-of-
focus. The observer’s attention can be easily concentrated on the focused region of 
the pictures. In this paper, we aim at the segmentation of salient interested region in 
image with low DOF. This research can be applied to many content-based 
applications such as content-based image retrieval and target recognition. 

In our method, we use mean shift method to divide the image into regions firstly, 
which are characterized by color features and wavelet modulus maxima edge point 
densities. And then the regions are described as fuzzy sets by fuzzification. At last, 
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the salient region interest and background are separated by defuzzification on fuzzy 
sets. We apply fuzzy theory to the segmentation procedure due to the following 
factors: 

− The uncertainty in the quantization of the color components and the human 
perception of colors, 

− The imprecision of color region segmentation, 
− The inaccuracy of wavelet modulus maxima edge location, 
− In the low DOF image, a few background things nearby the object of 

interest are focused too. 

The outline of this paper is as follows: In Section 2, we review the related works. 
Our approach is described in detail in Section 3. In Section 4, the experimental results 
on real-world image data are presented. Finally, the paper is concluded in Section 5. 

2   Related Work 

There were many works taking advantages of DOF in the field of computer vision 
such as depth from focus and shape from focus (image focus and defocus analysis) 
[2][3][4]. The level of focus or defocus of the objects was taken accounted in 
determining distance in this application.  

In segmentation applications, Tsai et al. [7] proposed an edge-based segmentation 
approach. The approach detects the focused objects relying on the measurement of 
defocus for object edges in an image. The amount of defocus at each edge pixel is 
evaluated using the moment-preserving principle, and the regions of focused objects 
can be bounded by closed boundaries followed by the edge-linking procedure. The 
approach has demonstrated high accuracy for objects with clear boundary edges. 
However, it is not suitable for segmenting natural objects with blunt edges because of 
the dependence of an edge-linking procedure to find the closed boundaries in the 
algorithm.  

J.Z. Wang and Jia Li [5] designed a multiscale segmentation algorithm based on 
high frequency wavelet coefficients and statistics feature. The focused object regions 
have more high value wavelet coefficients in the high frequency bands of the 
transform. The algorithm first classifies the large image blocks into interest object and 
background according to high frequency wavelet coefficients. Then the crude 
classification result is adjusted using statistic context information through a multiscale 
approach. Their algorithm may be robust because it does not rely on the colors or the 
boundary edges. But if the interest object is highly smooth or the initial classification 
is incorrect, their algorithm may fail. 

Two of the above both aim at gray level image. They don’t use the color 
information of the image. We have proposed an automatic algorithm [6] combining 
the sharp edges of the focused object and color regions information together to 
separate the focused object from the blurred background. The experimental results of 
that algorithm are good, but some empirical parameters are required in it. 
Furthermore, if the inner of the focused object highly smooth or the object having blur 
boundary, some regions of the object may be segmented as background.  
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3   The Proposed Method 

We take use of the characteristic of interested object sharply focused and background 
object blurred in low DOF image to isolate the salient region of interest from the 
background.  

As shown in Fig.1, the segmentation algorithm is comprised of five steps: 

1. Segmenting color regions based on mean shift method, 
2. Detecting wavelet modulus maxima edges, 
3. Calculating the wavelet modulus maxima edge point density for each region, 

which is together with average color representing the region, 
4. Fuzzification: construct the fuzzy sets of salient region of interest and 

background, and calculate fuzzy membership degrees of them for each region. 
5. Defuzzification: classifying the regions into salient region interest and 

background according to fuzzy membership degree. 

Mean Shift based 

Color region 

Segmentaion

Wavelet Modulus 

Maxima Edge 

Detection

Region 

Representation

Fuzzification

Defuzzification

Input Image

))()(( ~~ xxROI
ROIROI FD=

Background Salient Region 

of Interest

)( FD x,xx =

))()(( ~~ xxBk
BkBk FD=

 

Fig. 1. The Framework of the Segmentation 

3.1   Mean Shift Based Color Region Segmentation 

In this paper we use mean-shift clustering [8, 9, 10] in the color feature space for 
segmentation. It was early proposed by Fukunaga et al. [8], and introduced 
comprehensively into computer vision field for clustering, objecting tracking, and 
segmentation by D. Comaniciu and P. Meer [9, 10, 11]. The idea is to assign each 
point in the feature space to the nearest local mode it converges to.  

Let {xi, i = 1, 2, ...n} be the set of points in the d-dimensional feature space, each 
representing the feature vector of one pixel. The multivariate kernel density estimate 
with kernel K(·) on point x is 
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where xn  is the number of points falling in the local window (x)Sh  around x. The last 

term in the right side of (2) is called sample mean shift (x)M h
. It means that the 

estimate of the normalized gradient can be obtained by computing sample mean shift 
in a uniform kernel on x. If we continue the iteration as 

∈+ =
)S(yx in1k

kik
xy 1  [9], then 

yk will converge to the nearest local mode under properly chosen bandwidth. Proof of 
convergence can be found in [11]. Clustering through mean shift has such advantages: 
(1) By counting all the local modes of convergence, the number of classes can be 
determined automatically. (2) By processing in the joint spatial-range domain [10], 
mean-shift greatly reduces the neighbor searching price and proves to be desirably 
fast. (3) Mean shift can find classes with arbitrary shapes regardless of the variance 
difference on each dimension. 

In mean shift segmentation procedure, the bandwidth selection principle for our 
approach is the number of region not large. 

3.2   Wavelet Modulus Maxima Edges Detection 

Mallat and coworkers [12] have proposed the use of wavelet transform modulus 
maxima for characterization of regularity of signals. By examining the wavelet modulus 
maxima (WMM), they could measure the local Lipschitz exponents of a signal. This 
turned out to be an effective way to locate the singularity or edges of an image. As 
shown in Fig.2, the points having local maximum of wavelet transform modulus are 
corresponding to the abrupt change locations in the image, and the gradual changes  
are set to zero. Therefore, the wavelet modulus maxima points can locate the sharply  
edges and the inner texture details of the focused object in the low DOF image.  
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Fig. 2. The characterization of wavelet modulus maxima 
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3.3   Region Representation 

After the image has been divided into some color regions and the wavelet modulus 
maxima edges have been detected, we calculate the WWM edge point densities for 
each color region.  

Suppose a low DOF image is divided into N color regions denoted by NiiR ...1}{ =  

and their centers by N1}{ ...iiC = . Let PkkW ...1}{ =  be the WMM points translated from 

the low DOF image. For each WMM edge point
kW , compute the Euclidean distances 

k
id  from 

kW  to each color region center
iC , where k=1…P, i=1…N. The point 

kW  is 

attached to the region iR , where )(min
0

k
i

Ni

k
l dd

≤<
= , 0<l N. And then the WMM 

densities for regions can be calculated. 
In the low DOF image, a few background things nearby the object of interest are 

focused too, and the inner of the focused object may be highly smooth or the object 
having blur boundary. So the region having relative high WMM density may not be 
the interested region. On the other hand, the region having low WMM density not 
always is background too. Therefore, we use average color and WMM density 
together to represent the region in our method. The denotation of the region 
is )( FD x,xx = , Dx  and Fx  representing the attributes of WMM densities and average 
color respectively. 

3.4   Fuzzification 

For the uncertainties mentioned in the introduction, we try to applying fuzzy theory to 
the segmentation procedure to improve the accuracy of salient interested region 
extraction. 

Since the introduction by Zadeh [13], the importance of fuzzy sets for the analysis 
of complex natural systems has been established in various application domains. As 
enounced in the description of the taxonomic categories, the fuzzy paradigm-based 
techniques are constructed according to a fuzzy model of the objects of the universe. 
In the case of salient interested region and background in digital images being 
mappings of natural scenes, utilizing fuzzy set to characterize them may obtain the 
better performance. 

Fuzzy sets are characterized by a membership distribution ]1,0[~ ∈
xA

, to denote the 

attachment or compatibility of x to the fuzzy set A. Fuzzy numbers are the normal 
convex fuzzy sets on a real line, and have been investigated in detail by Dubois and 
Prade [14].  

In our method, assume all of the color regions in image are the universe of 
discourse U, and the salient regions of interest and the background are two fuzzy 
subsets on U. Let ROI and Bk be the fuzzy subset denotations of salient region of 
interest and the background respectively, and they have two attributes: WWM point 
density and average color feature. Their denotations are: 

)
~~

(
~
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)
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(4) 
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Where ROId  and 
DROI

 is the mean and variance of the WMM densities of all of the 

regions in image. For the convenience, we set
DD BkROI = . We consider that if the 

WMM density is larger than its mean of all the regions’ in image, then it is very high. 
If the WMM density equals zero, it is very low. Equation (5) is the fuzzy membership 
function of salient interested region, and (6) is background. 
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Where ROIf  is the average color feature of the region whose WMM densities are 

larger than ROId , and Bkf  is the average color feature of the region which WMM 

density equals 0. 
fROI and

fBk  are the color variances of these two region groups. 

Let )( FD x,xx =  be any region in the universe of discourse U. Calculate the fuzzy 

membership values 
ROIR

~ and
BkR

~ , which characterize the degrees of x belonging to 
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fuzzy sets ROI and Bk. Then the fuzzification is accomplished. 
ROIR

~ and
BkR

~  can be 

calculated by: 

))()(()( ~~2
1~ xxx

ROIROIROI FDR +=  

))()(()( ~~
2
1~ xxx

BkBkBk FDR +=  

(9) 

(10) 

3.5   Defuzzification 

In defuzzification phase, all the elements in universe of discourse U are attached to 
fuzzy set ROI and Bk according to their membership degrees. The fuzzy membership 
value 

ROIR
~ and

BkR
~ illustrate the interest and disinterest degree of the region 

respectively. On the principle of maximum membership degree, we classify the region 
x  to two fuzzy sets on the following rule: 

If )(~ x
ROIR

> )(~ x
BkR

, then ROIx ∈ , else Bkx ∈ . (11) 

Consequently, the regions in image can be classified to salient region of interest 
and background correspondently. 

4   Experimental Results 

The segmentation algorithm has been implemented in C++ on a single-CPU 2.8GHz 
with the Windows operating system. We test the algorithm on more than 200 low 
DOF images selected from COREL image collection. For 10 images of these testing 
images, we segmented the interest object areas by hand as the ground truth, and 
calculate the error percentage of this paper’s method. In general, total error is less 
than 10 percent, and an image of 384×256 pixels can be processed within eight 
seconds. In order to validating the efficiency of fuzzy method on segmentation, we 
compare the error percentage of this paper’s method with the approach we proposed 
in [6] on the same testing images. The segmentation results and the comparison 
between two methods are given in Table 1 and Fig 3. 

Table 1. Segmentation results comparison 

Error Percentage Image 
Id 

Image 
Pixel 

Count 

ROI Pixel 
Count of 
Ground 
Truth 

The method in this paper The method in paper [6] 

1 98304 89044 5.16% 6.43% 
2 98304 77194 6.43% 4.05% 
3 98304 85571 11.9% 23.5% 
4 98304 85588 16.3% 35.4% 
5 98304 76851 5.74% 2.49% 
6 98304 89123 4.95% 28.9% 
7 98304 83361 9.19% 42.8% 
8 98304 46254 1.44% 30.3% 
9 98304 54101 9.64% 46.1% 

10 98304 82888 2.78% 25.2% 
Average Error Percentage 7.31% 24.5% 
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(1)     

(2)     

(3)     

(4)     

(5)     

(6)     

(7)      

(8)     

(9)     

(10)     

Fig. 3. The segmentation results of 10 testing images. The numbers correspond to the image ID 
in Table 1. The first column images are the original, the second are the ground truth, the third 
are results with algorithm in paper [6], and the forth are results with algorithm proposed in this 
paper. 
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For typical low DOF image, such as images in Fig. 3, our proposed methods in this 
paper and in [6] have relative accurate segmentation results. For images having 
smooth inside such as images (1), (3), (6), (7), (8) and (9), this paper’s method can 
remove the false segmented background regions inside the interest objects. For 
images (2) and (10) example, a few background things nearby the object of interest 
are focused too. In this paper’s method results, these background things are classified 
to the right categories. 

5   Conclusion 

In this paper, we demonstrated a novel fuzzy segmentation algorithm for low DOF 
images. The proposed method applies fuzzy theory to separate the salient region of 
interest from background in low depth of field (DOF) images automatically. First the 
image is divided into regions based on mean shift method and the regions are 
characterized by color features and wavelet modulus maxima edge point densities. 
And then the regions are described as fuzzy sets by fuzzification. The salient region 
interest and background are separated by defuzzification on fuzzy sets finally. The 
most important features of this segmentation method are full automatic and without 
empirical parameters. A number of COREL images have been tested on the 
algorithm, good segmentation results having been received. The experimental results 
show that fuzzy method is efficient to solve some uncertainty problems in image 
segmentation. 
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Mühlhäuser, Max I-741
Murshed, Manzur I-227, II-353

Na, Yun Ji II-686
Nam, Wonsuk I-147
Nang, Jongho I-659
Nayebi, Kambiz I-670
Nee, A.Y.C. II-258
Ngo, Chong-Wah I-269
Nie, Feiping I-24

Oh, Seunghyun II-651, II-662
Omidyeganeh, Mona I-670
Ong, S.K. II-258
Ortolani, M. I-462

Pan, Xuefeng II-304
Park, Byungyeon II-576
Park, Eunjeong II-115
Park, Jaesung II-560
Park, Je Jin II-606
Park, Jeong Doo II-536
Park, Jeong-Seon I-44
Park, Jong-Cheon II-592
Park, Jong Hyuk II-528, II-536
Park, Jong-Seung I-709
Park, Jonghyun I-751
Park, Joohyoun I-659
Park, Kyoung Shin I-138
Park, Peom I-700
Park, Se Hyun II-471
Park, Soon-Young I-86
Pattanasri, Nimit I-535
Paul, Manoranjan II-353
Peng, Nan I-106
Poli, Jean-Philippe I-680
Prabhakaran, Balakrishnan I-386, I-731
Pradhan, Gaurav N. I-386
Pudi, Vikram II-206
Pyen, Seung-Man II-41

Quan, Shan Guo II-536

Rahardja, Susanto I-576
Rahman, Md. Mahmudur I-440



796 Author Index

Ramakrishnan, K.R. II-248
Regueras, Luisa M. II-1
Rensing, Christoph I-34
Robinson, Charles Q. I-545
Ruiz, Conrado R. Jr. I-54

Sakurai, Kouich II-694
Sandhaus, Philipp I-332
Scherp, Ansgar I-332
Shi, Shengfei II-216
Shin, Bum-Joo II-471
Shin, Heonshik II-115
Shin, Kwang-Sik II-104
Shin, Sang-Uk II-510
Singh, Rahul I-364
Singh, Vivek K. II-343
Sinha, Ranjan II-433
Siyal, M.Y. II-51
Soh, Y.C. II-383
Song, Jihyun II-576
Song, Minseok I-207
Song, Yan I-649
Sood, Varun I-440
Steinmetz, Ralf I-34
Suh, Jeong-Jun II-536
Sun, Bing II-635
Sun, Jia-Guang II-216
Sun, Lifeng I-322, II-23, II-333
Sun, Qiang II-494
Sun, Rui I-495
Sundaram, Hari II-393
Sung, Mee-Young I-217

Takata, Masami I-397
Tan, Ah-Hwee II-185
Tan, Hung-Khoon I-269
Tanaka, Katsumi I-156, I-176, I-535,

I-690
Tang, Sheng II-304
Tang, Yun II-125, II-333
Tedjokusumo, Jefry I-74
Tezuka, Taro I-156, I-690
Thieme, Sabine I-332
Thonnat, Monique I-418
Thoshkahna, Balaji II-248
Tong, Xiaofeng II-83
Trisiripisal, Phichet I-309
Truong, Ba Tu I-505, I-636
Tsai, Wen-Jiin II-175
Turban, Georg I-741

Van de Walle, Rik I-1
Velusamy, Sudha II-248
Venkatesh, Svetha I-505, I-636
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